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#### Abstract

We consider a class of doubly nonlinear history-dependent problems associated with the equation $\partial_{t} k *\left(b(v)-b\left(v_{0}\right)\right)=\operatorname{div} a(x, D v)+f$. Our assumptions on the kernel $k$ include the case $k(t)=t^{-\alpha} / \Gamma(1-\alpha)$, in which case the left-hand side becomes the fractional derivative of order $\alpha \in(0,1)$ in the sense of Riemann-Liouville. Existence of entropy solutions is established for general $L^{1}$-data and Dirichlet boundary conditions. Uniqueness of entropy solutions has been shown in a previous work.


## 1 Introduction

Let $\Omega$ be a bounded domain of $\mathbb{R}^{d}, d \geq 1$. The present work is concerned with the existence of solutions to the history-dependent initial boundary

[^0]value problem
\[

$$
\begin{align*}
\partial_{t}\left(k *\left(b(v)-b\left(v_{0}\right)\right)\right)-\operatorname{div} a(x, D v) & =f & \text { in } Q_{T}  \tag{1.1}\\
v & =0 & \text { on } \Sigma .
\end{align*}
$$
\]

Here, $T>0, Q_{T}:=(0, T) \times \Omega$ is the space-time cylinder, $\Sigma:=(0, T) \times \partial \Omega$, where $\partial \Omega$ denotes the boundary of $\Omega, D v$ stands for the gradient of $v$ with respect to the spatial variable, $k \in L_{l o c}^{1}\left(\mathbb{R}^{+}\right)$is a singular kernel and $k * v$ denotes the convolution on the positive half-line with respect to the time variable,

$$
(k * v)(t):=\int_{0}^{t} k(t-s) v(s) \mathrm{d} s, \quad t>0
$$

We consider the above problem for $L^{1}$-data, i.e.,

$$
f \in L^{1}\left(Q_{T}\right), \quad \text { and } \quad v_{0}: \Omega \rightarrow \overline{\mathbb{R}} \text { is measurable with } b\left(v_{0}\right)=u_{0} \in L^{1}(\Omega)
$$

The kernel $k$ is assumed to be of type $\mathcal{P C}$, i.e., $k$ is nonnegative, nonincreasing, and there exists a kernel $l \in L_{l o c}^{1}\left(\mathbb{R}^{+}\right)$such that $(k * l)(t)=1$ for every $t>0$.

We will further assume that the kernel $k$ satisfies additional technical conditions which are introduced in the next section.

However, our assumptions on $k$ cover the case of a fractional derivative in time, i.e., $k(t)=t^{-\alpha} / \Gamma(1-\alpha), \alpha \in(0,1)$. In this case, the integro-differential
operator in (1.1) becomes the fractional derivative of order $\alpha$ in the sense of Riemann-Liouville. Recall that the latter is, for sufficiently smooth $v$, defined as

$$
\begin{equation*}
\partial_{t}^{\alpha} v(t):=\partial_{t} \int_{0}^{t} \frac{(t-s)^{-\alpha}}{\Gamma(1-\alpha)} v(s) \mathrm{d} s, \quad 0<\alpha<1 \tag{1.2}
\end{equation*}
$$

The problem (1.1) then interpolates between the elliptic and the parabolic problem. Note that both limiting cases, the purely elliptic case with $\alpha=$ $0, k \equiv 1$, and the purely parabolic case with $\alpha=1, k=\delta_{0}$ are not considered in the present work.

Another example of a kernel which satisfies our assumptions is given by the time-fractional case with exponential weight, i.e., $k(t)=t^{-\alpha} e^{-\mu t} / \Gamma(1-$ $\alpha), \alpha \in(0,1), \mu>0$.

We assume further that the function $a: \Omega \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is Carathéodory, i.e., $a(\cdot, \xi): \Omega \rightarrow \mathbb{R}^{d}$ is measurable for all $\xi \in \mathbb{R}^{d}$, and $a(x, \cdot): \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is a continuous vector field for almost every $x \in \Omega$. Moreover, for some $p>1$, and $p^{\prime}:=p /(p-1)$ we assume that $a$ is monotone, coercive and satisfies a growth condition, i.e.,
(A1) $(a(x, \xi)-a(x, \zeta)) \cdot(\xi-\zeta) \geq 0 \quad \forall \xi, \zeta \in \mathbb{R}^{d}, \xi \neq \zeta$ and almost every $x \in \Omega$,
(A2) $\exists c>0$ such that $a(x, \xi) \cdot \xi \geq c|\xi|^{p}, \quad \forall \xi \in \mathbb{R}^{d}$ and almost every $x \in \Omega$,
(A3) $\exists \Lambda>0, j \in L^{p^{\prime}}(\Omega)$ such that $|a(x, \xi)| \leq \Lambda\left(j(x)+|\xi|^{p-1}\right) \quad \forall \xi \in \mathbb{R}^{d}$ and
almost every $x \in \Omega$.

Concerning the function $b: \mathbb{R} \rightarrow \mathbb{R}$, we assume that
(B1) $b$ is continuous, strictly increasing, and satisfies the condition $b(0)=0$, e.g., $b(r)=\arctan (r), b(r)=|r|^{m-2} r, m>1$. Note that we do not allow $b$ to be partially constant, in which case (1.1) partially degenerates to an elliptic problem.

Time fractional diffusion equations of order $0<\alpha<1$ can be used to model anomalous diffusion, see [19] and the references therein for more information. Another application of (1.1) is the transport of fluids in porous media with memory. In some geothermal areas, the fluids may precipitate minerals in the pores of the medium, thus diminishing their size. The decrease of permeability leads to a history dependence which according to [6] can be represented by a fractional derivative in time.

Let us recall, see e.g. [2, Appendix I], that even for the elliptic problem with $k \equiv 1$ one cannot expect existence of a weak solution for general $L^{1}$-data. Moreover, even if there exists a weak solution, this solution is in general not unique, see [20],[21]. Concerning the history-dependent problem (1.1), it has been shown in [16, Section 3.1] that the problems of nonexistence and nonuniqueness of weak solutions to the elliptic problem carry over to the time-fractional case with $k(t)=t^{-\alpha} / \Gamma(1-\alpha)$.

In order to overcome these problems, the notion of entropy solution has been introduced by V. Jakubowski et al. in [17]. Note that (1.1) is a special case
of the problems considered in the cited article. The authors prove uniqueness of entropy solution but existence is only shown in the case $b=\mathrm{Id}$.

In the present article we will show existence of an entropy solution to the problem (1.1) for general $b$ satisfying (B1). The main idea of our existence proof is a modification of the regularization method by R. Landes, see [18]. Recall that for $v \in L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right)$ the regularization in time $v_{\mu}$ of $v$ introduced by R. Landes is, for $\mu>0$, defined as

$$
v_{\mu}(t):=\frac{1}{\mu} \int_{-\infty}^{t} e^{\frac{1}{\mu}(s-t)} v(s) \mathrm{d} s, \quad 0<t<T
$$

where $v$ is extended by some $v_{0} \in W_{0}^{1, p}(\Omega)$ for $s<0$. It has been used to prove existence of solutions for a variety of problems, see e.g. [10] for a parabolic equation, or [1] for an elliptic-parabolic problem without history dependence. See also [3, 4] for more recent applications.

We introduce a different regularization in time which adapts to the nonlocal nature of the problem (1.1) and makes use of special properties of $\mathcal{P C}$-kernels, see Definition 2.2.

We conclude these introductory remarks by giving the definition of the entropy solution. For $K>0$ we denote by $T_{K}$ the truncation function defined by

$$
T_{K}(r):=\min (-K, \max (r, K)), \quad r \in \mathbb{R} .
$$

We will frequently use the notation $T_{K, L}:=T_{L}-T_{K}$, for $L>K>0$. Let $\operatorname{Lip}(\mathbb{R})$ be the set of all Lipschitz-continuous real-valued functions,
$\mathcal{P}:=\left\{S \in C^{1}(\mathbb{R}): S^{\prime}(t) \geq 0\right.$ for every $t>0, \operatorname{supp} S^{\prime}$ is compact, $\left.S(0)=0\right\}$.
and define for $\varphi \in \mathbb{R}, S \in \mathcal{C}(\mathbb{R})$, and $b$ satisfying (B1),

$$
\begin{equation*}
B_{S, \varphi}(r):=\int_{0}^{r} S(\varrho-\varphi) \mathrm{d} b(\varrho), \quad r \in \mathbb{R} . \tag{1.3}
\end{equation*}
$$

Definition 1.1. For $n \in \mathbb{N}$ let $k_{1, n}:=(k-n)^{+}$and $k_{2, n}:=k-k_{1, n}$. A measurable function $v: Q_{T} \rightarrow \overline{\mathbb{R}}$ is called entropy solution to the problem (1.1) if $b(v) \in L^{1}\left(0, T ; L^{1}(\Omega)\right), T_{K}(v) \in L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right)$ for all $K>0$, and there holds

$$
\begin{align*}
& -\int_{Q_{T}} k_{1, n} *\left(B_{S, \varphi}(v)-B_{S, \varphi}\left(v_{0}\right)\right) \xi_{t}+\int_{Q_{T}} \partial_{t}\left[k_{2, n} *\left(b(v)-b\left(v_{0}\right)\right)\right] S(v-\varphi) \xi \\
& +\int_{Q_{T}} a(x, D v) \cdot D S(v-\varphi) \xi \leq \int_{Q_{T}} f S(v-\varphi) \xi \tag{1.4}
\end{align*}
$$

for all $\varphi \in W_{0}^{1, p}(\Omega) \cap L^{\infty}(\Omega), \xi \in \mathcal{D}([0, T)), \xi \geq 0, S \in \mathcal{P}$, and all $n \in \mathbb{N}$.

Note that the uniqueness proof of V. Jakubowski et al. is based on the stronger assumption that the inequality (1.4) holds true for all nonnegative, nonincreasing functions $k_{1}, k_{2} \in L_{\mathrm{loc}}^{1}([0, \infty))$ satisfying $k_{1}+k_{2}=k$, and $k_{2}\left(0^{+}\right)<\infty$, see [17, Definition 1]. However, by going through the cited
uniqueness proof, one verifies that the entropy solution remains unique if the entropy inequality is only valid for all $k_{1, n}, k_{2, n}, n \in \mathbb{N}$.

In the next section we give a short introduction to kernels of type $\mathcal{P C}$. The main emphasis lies on the fundamental identity for integro-differential operators, which plays a crucial role in the existence proof. Moreover, some examples of $\mathcal{P C}$-kernels are given which satisfy our additional assumptions. Section 3 is concerned with the existence of entropy solutions. In particular, we show that the generalized solution of the associated abstract Volterra equation is an entropy solution.

## 2 Kernels of Type $\mathcal{P C}$

Kernels of type $\mathcal{P C}$ have been introduced by R . Zacher in [25]. In the first part of this section we recap the basic properties of those kernels. See also [22],[23], and [24] for a similar exposition. The second part of this section is devoted to examples of $\mathcal{P C}$-kernels satisfying our additional assumptions.

Definition 2.1. A kernel $k \in L_{\text {loc }}^{1}([0, \infty))$ is called to be of type $\mathcal{P C}$ if it is nonnegative, nonincreasing, and there exists a kernel $l \in L_{\mathrm{loc}}^{1}([0, \infty))$ such that

$$
\begin{equation*}
(k * l)(t)=1 \quad \forall t>0 . \tag{2.1}
\end{equation*}
$$

In this case, we write $(k, l) \in \mathcal{P C}$.

For $(k, l) \in \mathcal{P C}$ we denote by $r_{\lambda}, s_{\lambda}$ the solutions to the scalar-valued Volterra equations

$$
\begin{equation*}
s_{\lambda}(t)+\lambda^{-1}\left(l * s_{\lambda}\right)(t)=1, \quad t>0, \quad \lambda>0 \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{\lambda}(t)+\lambda^{-1}\left(l * r_{\lambda}\right)(t)=\lambda^{-1} l(t), \quad t>0, \quad \lambda>0 . \tag{2.3}
\end{equation*}
$$

Note that the variation of constants formula for Volterra integral equations [14, Part 1, Chapter 2, Theorem 3.5] yields

$$
\begin{equation*}
s_{\lambda}(t)=1-\int_{0}^{t} r_{\lambda}(\tau) \mathrm{d} \tau, \quad t>0, \quad \lambda>0 \tag{2.4}
\end{equation*}
$$

Let $X$ be a real Banach space, $(k, l) \in \mathcal{P C}$, and define

$$
W_{0=0}^{1, p}(0, T ; X):=\left\{v \in W^{1, p}(0, T ; X): v(0)=0\right\}, \quad 1 \leq p<\infty
$$

Then the operator $L$ defined by

$$
\begin{equation*}
L u=\partial_{t}(k * u), \quad D(L)=\left\{u \in L^{p}(0, T ; X): k * u \in W_{0=0}^{1, p}(0, T ; X)\right\} \tag{2.5}
\end{equation*}
$$

is known to be $m$-accretive in $L^{p}(0, T ; X)$, see [7, Theorem 3.1]. Its resolvent
$J_{\lambda}^{L}=(I+\lambda L)^{-1}, \lambda>0$, and its Yosida approximation $L_{\lambda}=L J_{\lambda}^{L}, \lambda>0$, can be written in the form

$$
\begin{equation*}
J_{\lambda}^{L} v=r_{\lambda} * v, \quad L_{\lambda} v=\partial_{t}\left(k_{\lambda} * v\right) \tag{2.6}
\end{equation*}
$$

where $k_{\lambda}:=\lambda^{-1} s_{\lambda}$, see [22, Theorem 2.1]. Note that (2.6) entails $k * r_{\lambda}=$ $k_{\lambda}$. By $[8$, Theorem 2.2], we see that $(k, l) \in \mathcal{P C}$ implies that $l$ is completely positive. In particular, $s_{\lambda}$ and thus $k_{\lambda}$ are nonnegative and nonincreasing [8, Proposition 2.1]. Moreover, it follows from (2.4) that $s_{\lambda}, k_{\lambda} \in$ $W^{1,1}(0, T), s_{\lambda}^{\prime}=-r_{\lambda}$, and $\left\|r_{\lambda}\right\|_{L^{1}(0, T)} \leq 1$.

For $v \in L^{p}(0, T ; X)$ we have

$$
(k * l * v)(t)=1 * v=\int_{0}^{t} v(s) \mathrm{d} s \in W_{0=0}^{1, p}(0, T ; X), \quad t>0
$$

which entails $l * v \in D(L)$ for every $v \in L^{p}(0, T ; X)$. In view of (2.6) it follows

$$
L_{\lambda}(l * v)=\partial_{t}\left(k_{\lambda} * l * v\right)=\partial_{t}\left(k * r_{\lambda} * l * v\right)=r_{\lambda} * v \rightarrow L(l * v)=v
$$

in $L^{p}(0, T ; X)$ as $\lambda \rightarrow 0$, which shows $r_{\lambda} * v \rightarrow v$ in $L^{p}(0, T ; X)$ for any $v \in L^{p}(0, T ; X)$. In particular,

$$
\begin{equation*}
k_{\lambda}=r_{\lambda} * k \rightarrow k \quad \text { in } L^{1}(0, T) \tag{2.7}
\end{equation*}
$$

as $\lambda \rightarrow 0$.
We are now in a position to introduce our modification of the time regularization from R. Landes.

Definition 2.2. Let $X$ be a real Banach space, $X^{*}$ its dual, and $1 \leq p^{\prime}<\infty$.
For $v \in L^{p^{\prime}}\left(0, T ; X^{*}\right)$ let $v_{\mu} \in L^{p^{\prime}}\left(0, T ; X^{*}\right)$ be defined by

$$
\begin{equation*}
v_{\mu}(t)=\int_{t}^{T} r_{\mu}(\tau-t) v(\tau) \mathrm{d} \tau, \quad t \in(0, T), \quad \mu>0 \tag{2.8}
\end{equation*}
$$

In the sequel the index $\mu$ is used in this meaning only.

Note that if $p^{\prime}=p /(p-1)$, then $v_{\mu}=J_{\mu}^{L^{*}} v$, where $L^{*}: D\left(L^{*}\right) \subset$ $L^{p^{\prime}}\left(0, T ; X^{*}\right) \rightarrow L^{p^{\prime}}\left(0, T ; X^{*}\right)$ is the adjoint of the operator $L$ defined in (2.5). As a consequence, we have $v_{\mu} \rightarrow v$ in $L^{p^{\prime}}\left(0, T ; X^{*}\right)$ for any $v \in L^{p^{\prime}}\left(0, T ; X^{*}\right)$ as $\mu \rightarrow 0$. The following lemma is needed in our proof of existence.

Lemma 2.3. Let $\mu>0$, and assume that $v \in L^{\infty}\left(Q_{T}\right)$. Then $v_{\mu} \in L^{\infty}\left(Q_{T}\right)$ and

$$
\left\|v_{\mu}\right\|_{L^{\infty}\left(Q_{T}\right)} \leq\|v\|_{L^{\infty}\left(Q_{T}\right)} .
$$

Proof. Since $L^{\infty}\left(Q_{T}\right) \subset L^{p}\left(Q_{T}\right) \cong L^{p}\left(0, T ; L^{p}(\Omega)\right)$ for any $p \in[1, \infty)$ we have $v_{\mu} \in L^{p}\left(0, T ; L^{p}(\Omega)\right)$ for all $p \in[1, \infty)$. If we set $r_{\mu}(t):=0$ if $t \notin(0, T)$ and define $r_{\mu}^{\vee}(t):=r_{\mu}(-t)$ it follows

$$
v_{\mu}(t)=\int_{\mathbb{R}} r_{\mu}^{\vee}(t-\tau) v(\tau) \mathrm{d} \tau
$$

Thus, Young's inequality and $\left\|r_{\mu}\right\|_{L^{1}(0, T)} \leq 1$ yield

$$
\begin{equation*}
\left\|v_{\mu}\right\|_{L^{p}\left(0, T ; L^{p}(\Omega)\right)} \leq\left\|r_{\mu}\right\|_{L^{1}(0, T)}\|v\|_{L^{p}\left(0, T ; L^{p}(\Omega)\right)} \leq\|v\|_{L^{p}\left(0, T ; L^{p}(\Omega)\right)} \tag{2.9}
\end{equation*}
$$

for all $p \in[1, \infty)$. Identifying $L^{p}\left(0, T ; L^{p}(\Omega)\right)$ with $L^{p}\left(Q_{T}\right)$ and passing to the limit with $p \rightarrow \infty$ yields the result.

We next formulate the fundamental identity for integro-differential operators of the form $\partial_{t}(k * u)$.

Lemma 2.4. Let $T>0$ and $U$ be an open subset of $\mathbb{R}$. Let further $k \in$ $W^{1,1}(0, T), H \in C^{1}(U)$, and $v \in L^{1}(0, T)$ with $v(t) \in U$ for almost all $t \in$ $(0, T)$. Suppose that the functions $H(v), H^{\prime}(v) v$ and $H^{\prime}(v)(k * v)$ belong to $L^{1}(0, T)$. Then we have for almost all $t \in(0, T)$

$$
\begin{align*}
& H^{\prime}(v(t)) \partial_{t}(k * v)(t)=\partial_{t}(k * H(v))(t)+\left(H^{\prime}(v(t)) v(t)-H(v(t))\right) k(t) \\
& \quad+\int_{0}^{t}\left(H(v(t-s))-H(v(t))-H^{\prime}(v(t))[v(t-s)-v(t)]\right)\left[-k^{\prime}(s)\right] \mathrm{d} s \tag{2.10}
\end{align*}
$$

Taking into account that $\partial_{t}(k * u)=k(0) u+k^{\prime} * u$ and $\partial_{t}(k * H(u))=$ $k(0) H(u)+k^{\prime} * H(u)$, the fundamental identity follows from a straightforward computation. Note that the last term on the right-hand side is nonnegative in case $H$ is convex and $k$ is nonincreasing so that (2.10) reads as

$$
H^{\prime}(v(t)) \partial_{t}(k * v)(t) \geq \partial_{t}(k * H(v))(t)+\left(H^{\prime}(v(t)) v(t)-H(v(t))\right) k(t) .
$$

Due to a lack of regularity, the fundamental identity is not applicable to kernels of type $\mathcal{P C}$. However, if $k(t)=\Gamma(1-\alpha)^{-1} t^{-\alpha}, \alpha \in(0,1)$, and $H(r)=$ $\frac{1}{2} r^{2}$, a similar inequality is also valid, see [11, Lemma 3.1]. The following lemmas are an immediate consequence of (2.10) and will frequently be used in the sequel.

Lemma 2.5. Let $v \in L^{\infty}(0, T), k$ a $\mathcal{P C}$-kernel, and, for $\lambda>0$, let $k_{\lambda}$ be the kernel of the Yosida approximation of the operator defined in (2.5), and assume that $b$ satisfies (B1). Then we have for all $K>0$ and almost all $t>0$

$$
\begin{align*}
& \partial_{t}\left[k_{\lambda} * b(v)\right](t) T_{K}(v(t)) \\
& =\partial_{t}\left[k_{\lambda} * \int_{0}^{v} T_{K}(\sigma) \mathrm{d} b(\sigma)\right](t)+\left[T_{k}(v(t)) b(v(t))-\int_{0}^{v(t)} T_{K}(\sigma) \mathrm{d} b(\sigma)\right] k_{\lambda}(t) \\
& \quad+\int_{0}^{t}\left[\int_{v(t)}^{v(t-s)} T_{K}(\sigma) \mathrm{d} b(\sigma)-T_{k}(v(t))(b(v(t-s))-b(v(t)))\right]\left[-k_{\lambda}^{\prime}(s)\right] \mathrm{d} s \\
& \geq \partial_{t}\left[k_{\lambda} * \int_{0}^{v} T_{K}(\sigma) \mathrm{d} b(\sigma)\right](t) . \tag{2.11}
\end{align*}
$$

Proof. Let $K>0$, and $u \in \operatorname{ran}(b)$ which is open, as $b$ is strictly increasing. We define $H(u):=\int_{0}^{u} T_{K} \circ b^{-1}(\sigma) \mathrm{d} \sigma$. Consequently, $H(b(v(t)))=$ $\int_{0}^{v(t)} T_{K}(\sigma) \mathrm{d} b(\sigma)$ and $H^{\prime}\left(b(v(t))=T_{K}(v(t))\right.$ for a.e. $t>0$. Since $k_{\lambda} \in$ $W_{\text {loc }}^{1,1}\left(\mathbb{R}^{+}\right)$, we may apply the fundamental identity (2.10) which shows the first equality. The monotonicity of $T_{K} \circ b^{-1}$ entails that $H$ is convex. Since $k_{\lambda}$ is nonincreasing, it therefore follows that the last term in (2.11) is nonnega-
tive. Due to the monotonicity of $b$ and the normalization condition $b(0)=0$, we may conclude that the second term on the right in (2.11) is nonnegative as well, which concludes the proof of the lemma.

Lemma 2.6. Let the assumptions of Lemma 2.5 hold. Then

$$
S(v(t)-\varphi) \partial_{t}\left[k_{\lambda} *\left(b(v)-b\left(v_{0}\right)\right)\right](t) \geq \partial_{t}\left[k_{\lambda} * \int_{v_{0}}^{v} S(\sigma-\varphi) \mathrm{d} b(\sigma)\right](t)
$$

for all $S \in \mathcal{P}$, and all $\varphi, v_{0} \in \mathbb{R}$.

Proof. For $S \in \mathcal{P}$ and $\varphi, v_{0} \in \mathbb{R}$ we define $H(u):=\int_{0}^{u} S \circ\left(b^{-1}(\sigma)-\varphi\right) \mathrm{d} \sigma-$ $\int_{0}^{v_{0}} S(\sigma-\varphi) \mathrm{d} b(\sigma), u \in \operatorname{ran}(b)$. The fundamental identity yields

$$
\begin{align*}
& S(v(t)-\varphi) \partial_{t}\left[k_{\lambda} *\left(b(v)-b\left(v_{0}\right)\right)\right](t)=\partial_{t}\left[k_{\lambda} * \int_{v_{0}}^{v(t)} S(\sigma-\varphi) \mathrm{d} b(\sigma)\right. \\
& +\left[S(v(t)-\varphi)\left(b(v(t))-b\left(v_{0}\right)\right)-\int_{v_{0}}^{v(t)} S(\sigma-\varphi) \mathrm{d} b(\sigma)\right] k_{\lambda}(t)  \tag{2.12}\\
& +\int_{0}^{t}\left[\int_{v(t)}^{v(t-s)} S(\sigma-\varphi) \mathrm{d} b(\sigma)\right. \\
& \quad \quad-S(v(t)-\varphi)(b(v(t-s))-b(v(t)))]\left[-k_{\lambda}^{\prime}(s)\right] \mathrm{d} s
\end{align*}
$$

for almost every $t \in(0, T)$. Since $u \mapsto \int_{0}^{u} S \circ\left(b^{-1}(\sigma)-\varphi\right) \mathrm{d} \sigma$ is convex and $k_{\lambda}$ is nonnegative and nonincreasing, we may conclude that the last two terms are nonnegative and the lemma is proven.

We next formulate our assumptions on the kernel $k$ which are needed in our proof of existence. Let $k$ be a kernel of type $\mathcal{P C}$ and for $\lambda>0$ let $k_{\lambda}$ be the
kernels which arise in the characterisation (2.6) of the Yosida approximation.
We assume that $k$ satisfies the following conditions.
(K1) There exist constants $C_{1}, C_{2}>0$ such that

$$
0 \leq k_{\lambda}(t) \leq C_{1} k(t)+C_{2}, \quad \lambda>0, \quad t \in(0, T)
$$

(K2) $k \in \mathrm{AC}_{\mathrm{loc}}((0, T])$ and there exist constants $C_{1}, C_{2}>0$ such that

$$
0 \leq-k_{\lambda}^{\prime}(t) \leq-C_{1} k^{\prime}(t)+C_{2}, \quad \lambda>0, \quad t \in(0, T)
$$

Moreover, the convergence $k_{\lambda}^{\prime}(t) \rightarrow k^{\prime}(t)$ as $\lambda \rightarrow 0$ holds for almost every $t \in(0, T)$.

We conclude this section by studying some examples of $\mathcal{P C}$-kernels satisfying (K1) and (K2).

Example 2.7. The most prominent example of a pair $(k, l) \in \mathcal{P C}$ is given by

$$
k(t)=g_{1-\alpha}(t), \quad \text { and } \quad l(t)=g_{\alpha}(t), \quad t>0,
$$

where $\alpha \in(0,1)$ and $g_{\beta}$ denotes the Riemann-Liouville kernel

$$
\begin{equation*}
g_{\beta}(t)=\frac{t^{\beta-1}}{\Gamma(\beta)}, \quad t>0, \quad \beta>0 \tag{2.13}
\end{equation*}
$$

In this case, the operator defined by (2.5) describes the fractional time derivative of order $\alpha$ in the sense of Riemann-Liouville. Applying the Laplace transform to equation (2.2) we get

$$
\begin{equation*}
\widehat{s}_{\lambda}(\tau)=\frac{\tau^{\alpha-1}}{\tau^{\alpha}+\lambda^{-1}}, \quad \operatorname{Re} \tau>0, \quad \lambda>0 \tag{2.14}
\end{equation*}
$$

which shows $s_{\lambda}(t)=E_{\alpha}\left(-\lambda^{-1} t^{\alpha}\right)$, where $E_{\alpha}$ is the Mittag-Leffler function given by $E_{\alpha}(t)=\sum_{n=0}^{\infty} \frac{t^{n}}{\Gamma(\alpha n+1)}$, see e.g. [15, Section 7]. Using another known representation of the Mittag-Leffler function [15, Section 7], it follows

$$
s_{\lambda}(t)=\frac{\sin (\alpha \pi)}{\pi} \int_{0}^{\infty} e^{-r t} \frac{\lambda^{-1} r^{\alpha-1}}{\lambda^{-2}+r^{2 \alpha}+2 \lambda^{-1} r^{\alpha} \cos (\alpha \pi)} \mathrm{d} r, \quad t>0, \quad \lambda>0,
$$

which can also be found in the monograph of J. Prüss [9, table 4.1]. Thus,

$$
k_{\lambda}(t)=\frac{\sin (\alpha \pi)}{\pi} \int_{0}^{\infty} e^{-r t} \frac{r^{\alpha-1}}{1+\lambda^{2} r^{2 \alpha}+2 \lambda r^{\alpha} \cos (\alpha \pi)} \mathrm{d} r, \quad t>0, \quad \lambda>0,
$$

and

$$
k_{\lambda}^{\prime}(t)=-\frac{\sin (\alpha \pi)}{\pi} \int_{0}^{\infty} e^{-r t} \frac{r^{\alpha}}{1+\lambda^{2} r^{2 \alpha}+2 \lambda r^{\alpha} \cos (\alpha \pi)} \mathrm{d} r, \quad t>0, \quad \lambda>0 .
$$

Using the identity $\Gamma(\alpha) \Gamma(1-\alpha)=\frac{\pi}{\sin (\alpha \pi)}$ we see that

$$
k(t)=\frac{\sin (\alpha \pi)}{\pi} \int_{0}^{\infty} e^{-r t} r^{\alpha-1} \mathrm{~d} r, \quad k^{\prime}(t)=-\frac{\sin (\alpha \pi)}{\pi} \int_{0}^{\infty} e^{-r t} r^{\alpha} \mathrm{d} r \quad t>0 .
$$

Thus, $k_{\lambda}^{\prime}(t) \rightarrow k^{\prime}(t)$ for all $t>0$ as $\lambda \rightarrow 0$. If $\alpha \in\left(0, \frac{1}{2}\right]$, it easily follows that
$0 \leq k_{\lambda}(t) \leq k(t)$ and $0 \leq-k_{\lambda}^{\prime}(t) \leq-k^{\prime}(t)$ for all $t>0$ and all $\lambda>0$. If $\alpha \in\left(\frac{1}{2}, 1\right)$, a simple study of functions shows

$$
1+\lambda^{2} r^{2 \alpha}+2 \lambda r^{\alpha} \cos (\alpha \pi) \geq 1-\cos ^{2}(\alpha \pi), \quad \lambda>0, \quad r>0,
$$

which shows that

$$
0 \leq k_{\lambda}(t) \leq \frac{1}{1-\cos ^{2}(\alpha \pi)} k(t), \quad 0 \leq-k_{\lambda}^{\prime}(t) \leq-\frac{1}{1-\cos ^{2}(\alpha \pi)} k^{\prime}(t)
$$

for all $\lambda>0$ and all $t>0$.

Example 2.8. Another example for a pair $(k, l) \in \mathcal{P C}$ is the time-fractional case with exponential weight, i.e.,

$$
k(t)=g_{1-\alpha}(t) e^{-\mu t}, \quad l(t)=g_{\alpha}(t) e^{-\mu t}+\mu\left(1 *\left[g_{\alpha}(\cdot) e^{-\mu \cdot}\right]\right)(t), \quad t>0,
$$

where $\mu>0$ and $\alpha \in(0,1)$. If we apply the Laplace transform on (2.2) we may conclude that

$$
\widehat{s}_{\lambda}(z)=\frac{1}{z+\lambda^{-1}(z+\mu)^{1-\alpha}}, \quad \operatorname{Re}(z)>0, \quad \lambda>0 .
$$

Note that $\widehat{s}_{\lambda}$ is holomorphic on $\mathbb{C} \backslash\left((-\infty,-\mu] \cup\left\{-w_{\lambda}\right\}\right)$, where $-w_{\lambda} \in(-\mu, 0)$ denotes the unique solution of $\lambda z+(z+\mu)^{1-\alpha}=0$. We will show that $s_{\lambda}$ is
given by

$$
\begin{aligned}
s_{\lambda}(t)= & \frac{\sin (\alpha \pi)}{\pi} \int_{\mu}^{\infty} e^{-r t} \frac{\lambda^{-1}(r-\mu)^{\alpha-1}}{\lambda^{-2}+2 r \lambda^{-1}(r-\mu)^{\alpha-1} \cos (\alpha \pi)+r^{2}(r-\mu)^{2(\alpha-1)}} \mathrm{d} r \\
& +\frac{\left(\mu-\omega_{\lambda}\right)^{\alpha}}{\lambda^{-1}(1-\alpha)+\left(\mu-\omega_{\lambda}\right)^{\alpha}} e^{-\omega_{\lambda} t}, \quad t>0, \quad \lambda>0 .
\end{aligned}
$$

To this end, we modify the proof of Lemma 2.1 in [5]. Let $\delta>0$ such that $\omega_{\lambda}+\delta<\mu$ and $\omega_{\lambda}-\delta>0$. Cauchy's integral formula yields

$$
\begin{equation*}
\widehat{s}_{\lambda}(p)=\frac{1}{2 \pi i} \int_{C_{\delta, R}^{\omega_{\lambda}, \phi}} \frac{\widehat{s}_{\lambda}(z)}{z-p} \mathrm{~d} z, \quad \operatorname{Re}(p)>0 \tag{2.15}
\end{equation*}
$$

where $p$ is assumed to be inside the contour $C_{\delta, R}^{\omega_{\lambda}, \phi}$ made of two line segments

$$
I^{ \pm}:=\left\{z-\omega_{\lambda} \in \mathbb{C}: \delta \leq|z| \leq R, \arg (z)= \pm \phi\right\}, \quad \phi \in\left(\frac{\pi}{2}, \pi\right)
$$

and two arcs

$$
\begin{aligned}
& C_{\delta}:=\left\{z-\omega_{\lambda} \in \mathbb{C}:|z|=\delta,|\arg (z)| \leq \phi\right\}, \quad \phi \in\left(\frac{\pi}{2}, \pi\right), \\
& C_{R}:=\left\{z-\omega_{\lambda} \in \mathbb{C}:|z|=R,|\arg (z)| \leq \phi\right\}, \quad \phi \in\left(\frac{\pi}{2}, \pi\right) .
\end{aligned}
$$

Note that for $z=r e^{i \phi}, r>0, \phi \in(-\pi, \pi)$, we have

$$
\left|z+\lambda^{-1}(z+\mu)^{1-\alpha}\right| \geq\left|r-\lambda^{-1}\right| r e^{i \phi}+\left.\mu\right|^{1-\alpha} \mid, \quad \lambda>0
$$



Figure 1: The contour $C_{\delta, R}^{\omega_{\lambda}, \phi}$
which implies for fixed $\lambda>0$

$$
\begin{equation*}
\left|\widehat{s}_{\lambda}(z)\right| \leq \frac{1}{r-\lambda^{-1}|r+\mu|^{1-\alpha}} \tag{2.16}
\end{equation*}
$$

for all $r>0$ sufficiently large. Thus, it follows $\widehat{s}_{\lambda}(z) \rightarrow 0$ uniformly in $\phi$ as $|z| \rightarrow \infty$. As a consequence, we may pass to the limit in (2.15) with $R \rightarrow \infty$ to obtain

$$
\widehat{s}_{\lambda}(p)=\frac{1}{2 \pi i} \int_{C_{\delta, \infty}^{\omega} \omega_{\lambda}, \phi} \frac{\widehat{s}_{\lambda}(z)}{z-p} \mathrm{~d} z, \quad \operatorname{Re}(p)>0 .
$$



Figure 2: The contour $C_{\delta, \infty}^{\omega_{\lambda}, \phi}$ and $\gamma_{\delta}$

Consequently,

$$
\begin{aligned}
\widehat{s}_{\lambda}(p)=\frac{1}{2 \pi i} \int_{\delta}^{\infty} \frac{e^{i \phi} \widehat{s}_{\lambda}\left(-\omega_{\lambda}+r e^{i \phi}\right)}{p+\omega_{\lambda}-r e^{i \phi}} & -\frac{e^{-i \phi} \widehat{s}_{\lambda}\left(-\omega_{\lambda}+r e^{-i \phi}\right)}{p+\omega_{\lambda}-r e^{-i \phi}} \mathrm{~d} r \\
& +\frac{1}{2 \pi i} \int_{-\phi}^{\phi} \frac{\delta i e^{i \sigma} \widehat{s}_{\lambda}\left(-\omega_{\lambda}+\delta e^{i \sigma}\right)}{p+\omega_{\lambda}-\delta e^{i \sigma}} \mathrm{~d} \sigma
\end{aligned}
$$

Note that the inequality (2.16) entails that the first integral converges absolutely. $\operatorname{As} \operatorname{Re}(p)>0$ it follows $\operatorname{Re}\left(p+\omega_{\lambda}-r e^{ \pm i \phi}\right)>0$ and $\operatorname{Re}\left(p+\omega_{\lambda}-\delta e^{i \sigma}\right)>0$ for all $\phi \in\left(\frac{\pi}{2}, \pi\right)$ and all $\sigma \in(-\pi, \pi)$. Thus,

$$
\frac{1}{p+\omega_{\lambda}-r e^{ \pm i \phi}}=\int_{0}^{\infty} e^{-t\left(p+\omega_{\lambda}-r e^{ \pm i \phi}\right)} \mathrm{d} t
$$

and

$$
\frac{1}{p+\omega_{\lambda}-\delta e^{i \sigma}}=\int_{0}^{\infty} e^{-t\left(p+\omega_{\lambda}-\delta e^{i \sigma}\right)} \mathrm{d} t
$$

By Fubini's theorem, we may therefore conclude that

$$
\begin{equation*}
\widehat{s}_{\lambda}(p)=\int_{0}^{\infty} f_{\lambda}(t) e^{-p t} \mathrm{~d} t \tag{2.17}
\end{equation*}
$$

where

$$
\begin{aligned}
f_{\lambda}(t)= & \frac{1}{2 \pi i} \int_{\delta}^{\infty} e^{i \phi+t\left(-\omega_{\lambda}+r e^{i \phi}\right)} \widehat{s}_{\lambda}\left(-\omega_{\lambda}+r e^{i \phi}\right) \\
& \quad-e^{-\phi i+t\left(-\omega_{\lambda}+r e^{-i \phi}\right)} \widehat{s}_{\lambda}\left(-\omega_{\lambda}+r e^{-i \phi}\right) \mathrm{d} r \\
& +\frac{1}{2 \pi i} \int_{-\phi}^{\phi} \delta i e^{i \sigma+t\left(-\omega_{\lambda}+\delta e^{i \sigma}\right)} \widehat{s}_{\lambda}\left(-\omega_{\lambda}+\delta e^{i \sigma}\right) \mathrm{d} \sigma .
\end{aligned}
$$

Since

$$
(z+\mu)^{1-\alpha}=|z+\mu|^{1-\alpha} e^{(1-\alpha) \arg (z+\mu) i}, \quad z \in \mathbb{C} \backslash(-\infty,-\mu],
$$

we obtain that $\widehat{s}_{\lambda}(\bar{z})=\overline{\widehat{s}_{\lambda}(z)}$ for all $z \in \mathbb{C} \backslash(-\infty,-\mu]$. Consequently,

$$
\widehat{s}_{\lambda}\left(-\omega_{\lambda}+r e^{i \phi}\right)=\overline{\hat{s}_{\lambda}\left(-\omega_{\lambda}+r e^{-i \phi}\right)}, \quad r>\delta, \quad \phi \in\left(\frac{\pi}{2}, \pi\right),
$$

which implies that

$$
\begin{align*}
f_{\lambda}= & -\frac{1}{\pi} \int_{\delta}^{\infty} \operatorname{Im}\left(e^{-i \phi+t\left(-\omega_{\lambda}+r e^{-i \phi}\right)} \widehat{s}_{\lambda}\left(-\omega_{\lambda}+r e^{-i \phi}\right)\right) \mathrm{d} r  \tag{2.18}\\
& +\frac{1}{2 \pi i} \int_{-\phi}^{\phi} \delta i e^{i \sigma+t\left(-\omega_{\lambda}+\delta e^{i \sigma}\right)} \widehat{s}_{\lambda}\left(-\omega_{\lambda}+\delta e^{i \sigma}\right) \mathrm{d} \sigma .
\end{align*}
$$

If we assume for the moment that the limit

$$
F_{\lambda}(r):=\lim _{\phi \rightarrow \pi} \widehat{s}_{\lambda}\left(-w_{\lambda}+r e^{-i \phi}\right)
$$

exists for almost every $r>0$ and take into account that $(r, \phi) \mapsto \widehat{s}_{\lambda}\left(-\omega_{\lambda}+\right.$ $\left.r e^{-i \phi}\right)$ is bounded on $(\delta, \infty) \times(-\pi, \pi)$, we may pass to the limit in (2.18) with $\phi \rightarrow \pi$ to obtain

$$
\begin{equation*}
f_{\lambda}(t)=\frac{1}{\pi} \int_{\delta}^{\infty} e^{-t\left(r+\omega_{\lambda}\right)} \operatorname{Im}\left(F_{\lambda}(r)\right) \mathrm{d} r+\frac{e^{-t \omega_{\lambda}}}{2 \pi i} \int_{\gamma_{\delta}} e^{t z \widehat{s}_{\lambda}\left(-\omega_{\lambda}+z\right) \mathrm{d} z, ~, ~ . ~} \tag{2.19}
\end{equation*}
$$

where $\gamma_{\delta}$ denotes the circle with radius $\delta$ and centre $-\omega_{\lambda}$, see Figure 2. By the definition of $\omega_{\lambda}$, the second integrand has an isolated singularity at $z=0$. The residual theorem yields

$$
\begin{align*}
& \frac{e^{-t \omega_{\lambda}}}{2 \pi i} \int_{\gamma_{\delta}} e^{t z \widehat{s}_{\lambda}\left(-\omega_{\lambda}+z\right) \mathrm{d} z}  \tag{2.20}\\
& \quad=e^{-\omega_{\lambda} t} \operatorname{res}_{z} \widehat{s}_{\lambda}\left(-\omega_{\lambda}+\cdot\right)=\frac{\left(\mu-\omega_{\lambda}\right)^{\alpha}}{\lambda^{-1}(1-\alpha)+\left(\mu-\omega_{\lambda}\right)^{\alpha}} e^{-\omega_{\lambda} t}
\end{align*}
$$

Since

$$
\begin{equation*}
\widehat{s}_{\lambda}(z)=\frac{(z+\mu)^{\alpha-1}}{z(z+\mu)^{\alpha-1}+\lambda^{-1}}, \quad z \in \mathbb{C} \backslash\left((-\infty,-\mu] \cup\left\{-\omega_{\lambda}\right\}\right), \tag{2.21}
\end{equation*}
$$

and

$$
\lim _{\phi \rightarrow \pi}\left(-\omega_{\lambda}+r e^{-i \phi}+\mu\right)^{\alpha-1}= \begin{cases}\left(\mu-\omega_{\lambda}-r\right)^{\alpha-1}, & 0<r<\mu-\omega_{\lambda} \\ \left|\mu-\omega_{\lambda}-r\right|^{\alpha-1} e^{(1-\alpha) \pi i}, & r>\mu-\omega_{\lambda}\end{cases}
$$

it follows that $\lim _{\phi \rightarrow \pi} \widehat{s}_{\lambda}\left(-\omega_{\lambda}+r e^{-i \phi}\right)$ exists for almost all $r>0$ and

$$
\begin{aligned}
& \operatorname{Im}\left(F_{\lambda}(r)\right) \\
& \quad= \begin{cases}0, & r<\mu-\omega_{\lambda} \\
\frac{\sin (\alpha \pi) \lambda^{-1}\left(r-\mu+\omega_{\lambda}\right)^{\alpha-1}}{\lambda^{-2}+2\left(r+\omega_{\lambda}\right) \lambda^{-1}\left(r-\mu+\omega_{\lambda}\right)^{\alpha-1} \cos (\alpha \pi)+\left(r+\omega_{\lambda}\right)^{2}\left(r-\mu+\omega_{\lambda}\right)^{2(\alpha-1)}}, & r>\mu-\omega_{\lambda} .\end{cases}
\end{aligned}
$$

If we combine this result with (2.19),(2.20) and (2.17), we obtain

$$
\begin{aligned}
s_{\lambda}(t) & =\frac{\left(\mu-\omega_{\lambda}\right)^{\alpha}}{\lambda^{-1}(1-\alpha)+\left(\mu-\omega_{\lambda}\right)^{\alpha}} e^{-\omega_{\lambda} t} \\
& +\frac{\sin (\alpha \pi)}{\pi} \int_{\mu}^{\infty} e^{-r t} \frac{\lambda^{-1}(r-\mu)^{\alpha-1}}{\lambda^{-2}+2 r \lambda^{-1}(r-\mu)^{\alpha-1} \cos (\alpha \pi)+r^{2}(r-\mu)^{2(\alpha-1)}} \mathrm{d} r .
\end{aligned}
$$

The above formula implies the asymptotic behavior already discovered in [24] but, to the best of our knowledge, the explicit representation of $s_{\lambda}$ is a new
result. Since $k_{\lambda}=\lambda^{-1} s_{\lambda}$, it follows

$$
\begin{aligned}
k_{\lambda}(t)= & \frac{\left(\mu-\omega_{\lambda}\right)^{\alpha}}{(1-\alpha)+\lambda\left(\mu-\omega_{\lambda}\right)^{\alpha}} e^{-\omega_{\lambda} t} \\
& +\frac{\sin (\alpha \pi)}{\pi} \int_{\mu}^{\infty} e^{-r t} \frac{(r-\mu)^{\alpha-1}}{1+2 r \lambda(r-\mu)^{\alpha-1} \cos (\alpha \pi)+\lambda^{2} r^{2}(r-\mu)^{2 \alpha-2}} \mathrm{~d} r .
\end{aligned}
$$

and

$$
\begin{aligned}
k_{\lambda}^{\prime}(t)= & -\omega_{\lambda} \cdot \frac{\left(\mu-\omega_{\lambda}\right)^{\alpha}}{(1-\alpha)+\lambda\left(\mu-\omega_{\lambda}\right)^{\alpha}} e^{-\omega_{\lambda} t} \\
& -\frac{\sin (\alpha \pi)}{\pi} \int_{\mu}^{\infty} e^{-r t} \frac{r(r-\mu)^{\alpha-1}}{1+2 r \lambda(r-\mu)^{\alpha-1} \cos (\alpha \pi)+\lambda^{2} r^{2}(r-\mu)^{2 \alpha-2}} \mathrm{~d} r .
\end{aligned}
$$

As before, the identity $\Gamma(\alpha) \Gamma(1-\alpha)=\frac{\pi}{\sin (\alpha \pi)}$ shows that

$$
k(t)=\frac{\sin (\alpha \pi)}{\pi} \int_{\mu}^{\infty} e^{-r t}(r-\mu)^{\alpha-1} \mathrm{~d} r
$$

and

$$
k^{\prime}(t)=-\frac{\sin (\alpha \pi)}{\pi} \int_{\mu}^{\infty} e^{-r t} r(r-\mu)^{\alpha-1} \mathrm{~d} r
$$

for all $t>0$. Since $-\omega_{\lambda} \in(-\mu, 0)$ was defined as the unique solution of $\lambda z+(z+\mu)^{1-\alpha}=0$, we see that $\omega_{\lambda} \rightarrow \mu$ as $\lambda \rightarrow 0$. It follows

$$
k_{\lambda}^{\prime}(t) \rightarrow-\frac{\sin (\alpha \pi)}{\pi} \int_{\mu}^{\infty} e^{-r t} r(r-\mu)^{\alpha-1} \mathrm{~d} r=k^{\prime}(t)
$$

for every $t>0$. Moreover, if $\alpha \in\left(0, \frac{1}{2}\right]$, we see that

$$
0 \leq k_{\lambda}(t) \leq k(t)+\frac{\mu^{\alpha}}{1-\alpha}, \quad \text { and } \quad 0 \leq-k_{\lambda}^{\prime}(t) \leq-k^{\prime}(t)+\frac{\mu^{1+\alpha}}{1-\alpha}
$$

for all $t>0$ and all $\lambda>0$. If $\alpha \in\left(\frac{1}{2}, 1\right)$, it follows

$$
0 \leq k_{\lambda}(t) \leq \frac{1}{1-\cos ^{2}(\alpha \pi)} k(t)+\frac{\mu^{\alpha}}{1-\alpha}
$$

and

$$
0 \leq-k_{\lambda}^{\prime}(t) \leq-\frac{1}{1-\cos ^{2}(\alpha \pi)} k^{\prime}(t)+\frac{\mu^{1+\alpha}}{1-\alpha}
$$

for all $\lambda>0$ and all $t>0$. In particular, the kernel $k(t)=g_{1-\alpha}(t) e^{-\mu t}$ satisfies the conditions (K1) and (K2) for all $\alpha \in(0,1)$ and all $\mu \geq 0$.

## 3 Existence

This section is devoted to the existence of entropy solutions to the problem (1.1). To this end, we define the operator $A_{\infty}^{b} \subset L^{1}(\Omega) \times L^{1}(\Omega)$ by

$$
\begin{aligned}
(b(v), w) \in A_{\infty}^{b} \Leftrightarrow & v \in W_{0}^{1, p}(\Omega) \cap L^{\infty}(\Omega), w \in L^{1}(\Omega), \\
& \text { and } \int_{\Omega} a(x, D v) \cdot D \phi=\int_{\Omega} w \phi \\
& \text { for all } \phi \in W_{0}^{1, p}(\Omega) \cap L^{\infty}(\Omega) .
\end{aligned}
$$

It is well known that $A_{\infty}^{b}$ is an accretive operator in $L^{1}(\Omega)$ and that its graph closure $A_{b}:=\overline{A_{\infty}^{b}}$ in $L^{1}(\Omega) \times L^{1}(\Omega)$ is a possibly multivalued $m$-accretive operator in $L^{1}(\Omega)$. According to [2], the operator $A_{b}$ can be characterized by

$$
\begin{align*}
(b(v), w) \in A_{b} \Leftrightarrow & b(v), w \in L^{1}(\Omega), T_{K}(v) \in W_{0}^{1, p}(\Omega) \cap L^{\infty}(\Omega) \text { for all } K>0, \\
& \quad \text { and } \int_{\Omega} a(x, D v) \cdot D T_{K}(v-\phi) \leq \int_{\Omega} w T_{K}(v-\phi) \\
& \text { for all } \phi \in W_{0}^{1, p}(\Omega) \cap L^{\infty}(\Omega) . \tag{3.1}
\end{align*}
$$

If we take $\phi=T_{l}(v) \pm h(v) \xi \in W_{0}^{1, p}(\Omega) \cap L^{\infty}(\Omega), l>0$, as a test function in (3.1), where $h \in W^{1, \infty}(\mathbb{R})$ is compactly supported, $\xi \in W_{0}^{1, p}(\Omega) \cap L^{\infty}(\Omega)$, and pass to the limit first with $l \rightarrow \infty$ and then with $K \rightarrow \infty$, we see that $(b(v), w) \in A_{b}$ implies

$$
\begin{equation*}
\int_{\Omega} a(x, D v) \cdot D(h(v) \xi)=\int_{\Omega} w h(v) \xi \tag{3.2}
\end{equation*}
$$

see also [12]. Since the above equation holds true for all $h \in W^{1, \infty}(\mathbb{R})$ compactly supported, and all $\xi \in W_{0}^{1, p}(\Omega) \cap L^{\infty}(\Omega)$, we may choose $\xi=$ $S(v-\varphi)$, where $S \in \mathcal{P}, \varphi \in W_{0}^{1, p}(\Omega) \cap L^{\infty}(\Omega)$, and $h=h_{l}$, where

$$
h_{l}(r)=\min \left((l+1-|r|)^{+}, 1\right), \quad r \in \mathbb{R}, \quad l>0 .
$$

Passing to the limit with $l \rightarrow \infty$ in (3.2) then shows that $(b(v), w) \in A_{b}$ implies

$$
\begin{equation*}
\int_{\Omega} a(x, D v) \cdot D S(v-\varphi)=\int_{\Omega} w S(v-\varphi) \xi \tag{3.3}
\end{equation*}
$$

for all $S \in \mathcal{P}$ and all $\varphi \in W_{0}^{1, p}(\Omega) \cap L^{\infty}(\Omega)$. Recall that by [13, Theorem 1], the abstract Volterra equation

$$
\begin{equation*}
\partial_{t}\left[k *\left(u-b\left(v_{0}\right)\right)\right](t)+A_{b}(u(t)) \ni f(t) \tag{3.4}
\end{equation*}
$$

admits for $b\left(u_{0}\right) \in \overline{D\left(A_{b}\right)}$ and $f \in L^{1}\left(0, T ; L^{1}(\Omega)\right)$ a unique generalized solution $u \in L^{1}\left(0, T ; L^{1}(\Omega)\right)$. For the special case $b=$ Id it has been shown in [17, Theorem 7] that this generalized solution is an entropy solution to (1.1). It is a priori not clear in which sense the generalized solution satisfies (1.1) for general $b$. Note that $b=\operatorname{Id}$ entails that $A_{b}$ is $m$-completely accretive, in which case the generalized solution satisfies the equation for sufficiently smooth data in the sense of distributions, a fact on which the cited existence proof relies on.

In order to overcome this difficulty, let $\left(f_{\lambda}\right)_{\lambda>0} \subset L^{\infty}\left(Q_{T}\right),\left(v_{0}^{\lambda}\right)_{\lambda>0} \subset L^{\infty}(\Omega)$, such that

$$
\begin{array}{cl}
f_{\lambda} \rightarrow f & \text { in } L^{1}\left(Q_{T}\right), \\
b\left(v_{0}^{\lambda}\right) \rightarrow b\left(v_{0}\right) & \text { in } L^{1}(\Omega),
\end{array}
$$

as $\lambda \rightarrow 0$. We consider the approximating problem

$$
\begin{equation*}
L_{\lambda}\left(u_{\lambda}-b\left(v_{0}^{\lambda}\right)\right)(t)+A_{b}\left(u_{\lambda}(t)\right) \ni f_{\lambda}(t), \quad u(0)=b\left(v_{0}^{\lambda}\right), \quad t \in(0, T), \lambda>0 \tag{3.5}
\end{equation*}
$$

where $L_{\lambda}$ is the Yosida approximation of the operator $L$ defined in (2.5) with $X=L^{1}(\Omega)$ and $p>1$. According to [13, Theorem 5] the problem (3.5) admits a unique strong solution $u_{\lambda}=b\left(v_{\lambda}\right)$, i.e., $u_{\lambda} \in L^{1}\left(0, T ; L^{1}(\Omega)\right)$, and there exists a function $w_{\lambda} \in L^{1}\left(0, T ; L^{1}(\Omega)\right)$ such that $w_{\lambda}(t) \in A_{b}\left(u_{\lambda}(t)\right)$ for almost every $t \in(0, T)$ and

$$
\begin{equation*}
L_{\lambda}\left(u_{\lambda}-b\left(v_{0}^{\lambda}\right)\right)(t)+w_{\lambda}(t)=f_{\lambda}(t) \tag{3.6}
\end{equation*}
$$

for almost every $t \in(0, T)$. Moreover, $u_{\lambda} \rightarrow u \in L^{1}\left(0, T ; L^{1}(\Omega)\right)$, where $u$ is the generalized solution to the problem (1.1). The main result of this paper is the following.

Theorem 3.1. Let $v_{0}: \Omega \rightarrow \mathbb{R}$ be measurable with $u_{0}=b\left(v_{0}\right) \in L^{1}(\Omega)$ and $f \in L^{1}\left(Q_{T}\right)$. Then the generalized solution $u$ to (3.4) is of the form $u=b(v)$, where $v$ is an entropy solution to (1.1).

Proof. Let $u_{\lambda}=b\left(v_{\lambda}\right)$ be the strong solution to (3.5) and $u$ be the generalized solution to (3.4). Our first aim is to show the existence of a measurable function $v: Q_{T} \rightarrow \mathbb{R}$ satisfying $b(v)=u$ and, selecting a subsequence if necessary, $v_{\lambda} \rightarrow v$ a.e. on $Q_{T}$. Since $u_{\lambda} \rightarrow u$ in $L^{1}\left(Q_{T}\right)$ we can extract a subsequence,
still denoted by $u_{\lambda}$, such that $u_{\lambda}=b\left(v_{\lambda}\right) \rightarrow u$ a.e. on $Q_{T}$. Let $(t, x) \in Q_{T}$ such that $u_{\lambda}(t, x) \rightarrow u(t, x)$ and assume that $u(t, x) \in \operatorname{ran}(b)=\left(b_{-}, b^{+}\right)$, where $b_{-}, b^{+} \in \overline{\mathbb{R}}, b_{-}<b^{+}$. Since $b$ is strictly increasing and continuous, it follows $v_{\lambda}(t, x) \rightarrow v(t, x)$ for some $v(t, x) \in \mathbb{R}$ satisfying $b(v(t, x))=u(t, x)$. If $u(t, x) \notin \operatorname{ran}(b)$, we may assume without loss of generality that $u(t, x)=b^{+}$ which clearly implies $v_{\lambda}(t, x) \rightarrow \infty=: v(t, x)$. It remains to show that $|v(t, x)|<\infty$ for almost every $(t, x) \in Q_{T}$. To this end, we choose for $K>0$ the truncation $T_{K}\left(v_{\lambda}(t)\right)$ as a test function in (3.5) to find

$$
\begin{align*}
& \int_{\Omega} \partial_{t}\left[k_{\lambda} *\left(b\left(v_{\lambda}\right)-b\left(v_{0}^{\lambda}\right)\right)\right](t) T_{K}\left(v_{\lambda}(t)\right) \\
& \quad+\int_{\Omega} a\left(x, D v_{\lambda}(t)\right) \cdot D T_{K}\left(v_{\lambda}(t)\right) \leq \int_{\Omega} f_{\lambda}(t) T_{K}\left(v_{\lambda}(t)\right) \tag{3.7}
\end{align*}
$$

for almost every $t \in(0, T)$. Here, we used the representation (2.6) of the Yosida approximation and the characterisation (3.1) of $A_{b}$. If we apply Lemma 2.5 to the first term in (3.7), integrate in time over $(0, T)$, taking into account the coercivity condition (A2) of $a$, this results in

$$
\begin{align*}
& \int_{\Omega} {\left[k_{\lambda} * \int_{0}^{v_{\lambda}} T_{K}(\sigma) \mathrm{d} b(\sigma)\right](T) } \\
&+\int_{Q_{T}}\left[T_{k}\left(v_{\lambda}(t)\right) b\left(v_{\lambda}(t)\right)-\int_{0}^{v_{\lambda}(t)} T_{K}(\sigma) \mathrm{d} b(\sigma)\right] k_{\lambda}(t) \\
&+\int_{Q_{T}} \int_{0}^{t}\left[\int_{v_{\lambda}(t)}^{v_{\lambda}(t-s)} T_{K}(\sigma) \mathrm{d} b(\sigma)\right.  \tag{3.8}\\
&\left.\quad \quad-T_{k}\left(v_{\lambda}(t)\right)\left(b\left(v_{\lambda}(t-s)\right)-b\left(v_{\lambda}(t)\right)\right)\right]\left[-k_{\lambda}^{\prime}(s)\right] \mathrm{d} s \\
&+c \int_{Q_{T}}\left|D T_{k}\left(v_{\lambda}(t)\right)\right|^{p} \leq K\left\|f_{\lambda}\right\|_{L^{1}\left(Q_{T}\right)}+K \int_{Q_{T}} k_{\lambda}(t)\left|b\left(v_{0}^{\lambda}\right)\right| \leq K C
\end{align*}
$$

for some constant $C=C\left(f, k, v_{0}, b\right)>0$ independent of $\lambda$. Since all terms on the left-hand side in (3.8) are nonnegative, it follows by Poincaré's inequality that

$$
\left|\left\{\left|v_{\lambda}\right| \geq K\right\}\right| \leq \frac{1}{K^{p}} \int_{Q_{T}}\left|T_{K}\left(v_{\lambda}\right)\right|^{p} \leq \frac{C}{K^{p}} \int_{Q_{T}}\left|D T_{K}\left(v_{\lambda}\right)\right|^{p} \leq C K^{1-p}
$$

where $C$ is a positive constant independent of $\lambda$. Passing to the limit with $\lambda \rightarrow 0$ and using $v_{\lambda} \rightarrow v$ a.e. on $Q_{T}$ yield

$$
|\{|v| \geq K\}| \leq C K^{1-p} \xrightarrow{K \rightarrow \infty} 0,
$$

which shows that $|\{|v|=\infty\}|=0$. Consequently, $|v|<\infty$ a.e. on $Q_{T}$ and therefore $b(v(t, x))=u(t, x)$ for almost every $(t, x) \in Q_{T}$.

By (3.8), we see that $\left(D T_{K}\left(v_{\lambda}\right)\right)_{\lambda>0}$ is a bounded sequence in $L^{p}\left(Q_{T}\right)^{d}$. Thus, $\left(T_{K}\left(v_{\lambda}\right)\right)_{\lambda>0}$ is a bounded sequence in $L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right)$, and we may assume that there exists $v_{K} \in L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right)$ such that $T_{K}\left(v_{\lambda}\right) \rightharpoonup v_{K}$ weakly in $L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right)$ as $\lambda \rightarrow 0$ along an appropriately chosen subsequence. Since $T_{K}\left(v_{\lambda}\right) \rightarrow T_{K}(v)$ a.e. on $Q_{T}$, we obtain $v_{K}=T_{K}(v)$ and therefore $T_{K}\left(v_{\lambda}\right) \rightharpoonup$ $T_{K}(v)$ weakly in $L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right)$ as $\lambda \rightarrow 0$. Moreover, the growth condition (A3) entails that $\left(a\left(x, D T_{K}\left(v_{\lambda}\right)\right)\right)_{\lambda>0}$ is a bounded sequence in $L^{p^{\prime}}\left(Q_{T}\right)^{d}$. Thus, there exist $\chi_{K} \in L^{p^{\prime}}\left(Q_{T}\right)^{d}$ and a subsequence, still denoted the same
way, such that

$$
a\left(x, D T_{K}\left(v_{\lambda}\right)\right) \rightharpoonup \chi_{K}
$$

weakly in $L^{p^{\prime}}\left(Q_{T}\right)^{d}$. Our next aim is to prove that $\chi_{K}=a\left(x, D T_{K}(v)\right)$. For $l>0$ we denote by $h_{l}$ the function defined by

$$
h_{l}(u)=\min \left((l+1-|u|)^{+}, 1\right), \quad u \in \mathbb{R} .
$$

We are going to show that, up to subsequences,

$$
\begin{align*}
\liminf _{l \rightarrow \infty} \liminf _{\mu \rightarrow 0} \liminf _{\lambda \rightarrow 0} \int_{Q_{\tau}} \partial_{t}[ & {\left[k_{\lambda} *\left(b\left(v_{\lambda}\right)-b\left(v_{0}^{\lambda}\right)\right)\right] }  \tag{3.9}\\
& \times\left(T_{K}\left(v_{\lambda}\right)-h_{l}\left(v_{\lambda}\right) T_{K}(v)_{\mu}\right) \geq 0
\end{align*}
$$

for almost every $\tau \in(0, T)$. Here, $T_{K}(v)_{\mu} \in L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right)$ is the time regularization of $T_{K}(v)$ introduced in Definition 2.2, and $Q_{\tau}:=(0, \tau) \times \Omega$. As $k_{\lambda} \rightarrow k$ in $L^{1}(0, T)$ and $b\left(v_{0}^{\lambda}\right) \rightarrow b\left(v_{0}\right)$ in $L^{1}(\Omega)$ it follows $k_{\lambda} b\left(v_{0}^{\lambda}\right) \rightarrow$ $k b\left(v_{0}\right)$ in $L^{1}\left(Q_{T}\right)$. By Lemma 2.3, we see that $T_{K}\left(v_{\lambda}\right)-h_{l}\left(v_{\lambda}\right) T_{K}(v)_{\mu}$ is uniformly bounded by $2 K$ and since it converges a.e. on $Q_{T}$ towards $T_{K}(v)-$ $h_{l}(v) T_{K}(v)_{\mu}$ we may conclude that

$$
\begin{aligned}
\int_{Q_{\tau}} & k_{\lambda} b\left(v_{0}^{\lambda}\right)\left[T_{K}\left(v_{\lambda}\right)-h_{l}\left(v_{\lambda}\right) T_{K}(v)_{\mu}\right] \\
& \xrightarrow{\lambda \rightarrow 0} \int_{Q_{\tau}} k b\left(v_{0}\right)\left[T_{K}(v)-h_{l}(v) T_{K}(v)_{\mu}\right]
\end{aligned}
$$

for every $\tau \in(0, T)$. Since $T_{K}(v)_{\mu} \rightarrow T_{K}(v)$ in $L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right)$, we obtain

$$
\int_{Q_{\tau}} k b\left(v_{0}\right)\left[T_{K}(v)-h_{l}(v) T_{K}(v)_{\mu}\right] \xrightarrow{\mu \rightarrow 0} \int_{Q_{\tau}} k b\left(v_{0}\right)\left[T_{K}(v)-h_{l}(v) T_{K}(v)\right]
$$

for every $\tau \in(0, T)$. As $h_{l}(u) \rightarrow 1$ for every $u \in \mathbb{R}$, we see by Lebesgue's theorem that

$$
\int_{Q_{\tau}} k b\left(v_{0}\right)\left[T_{K}(v)-h_{l}(v) T_{K}(v)\right] \xrightarrow{l \rightarrow \infty} 0
$$

for every $\tau \in(0, T)$. Thus, it remains to show that

$$
\liminf _{l \rightarrow \infty} \liminf _{\mu \rightarrow 0} \liminf _{\lambda \rightarrow 0} \int_{Q_{\tau}} \partial_{t}\left(k_{\lambda} * b\left(v_{\lambda}\right)\right)\left(T_{K}\left(v_{\lambda}\right)-h_{l}\left(v_{\lambda}\right) T_{K}(v)_{\mu}\right) \geq 0
$$

for almost every $\tau \in(0, T)$. If we apply the fundamental identity (2.10) to $\partial_{t}\left(k_{\lambda} * b\left(v_{\lambda}\right)\right) h_{l}\left(v_{\lambda}\right)$, and, for some $\tau>0$, integrate the resulting equality over
$Q_{\tau}$ we get

$$
\begin{align*}
&- \int_{Q_{\tau}} \partial_{t}\left(k_{\lambda} * b\left(v_{\lambda}\right)\right) h_{l}\left(v_{\lambda}\right) T_{K}(v)_{\mu} \\
&=-\int_{Q_{\tau}} \partial_{t}\left(k_{\lambda} * \int_{0}^{v_{\lambda}} h_{l}(\sigma) \mathrm{d} b(\sigma)\right) T_{K}(v)_{\mu} \\
&-\int_{Q_{\tau}}\left[h_{l}\left(v_{\lambda}\right) b\left(v_{\lambda}\right)-\int_{0}^{v_{\lambda}} h_{l}(\sigma) \mathrm{d} b(\sigma)\right] k_{\lambda} T_{K}(v)_{\mu} \\
&-\int_{Q_{\tau}} \int_{0}^{t}\left[\int_{v_{\lambda}(t)}^{v_{\lambda}(t-s)} h_{l}(\sigma) \mathrm{d} b(\sigma)\right. \\
&\left.\quad-h_{l}\left(v_{\lambda}(t)\right)\left(b\left(v_{\lambda}(t-s)\right)-b\left(v_{\lambda}(t)\right)\right)\right]\left[-k_{\lambda}^{\prime}(s)\right] \mathrm{d} s T_{K}(v)_{\mu} \\
&=-I_{\lambda, \mu, l}^{1}-I_{\lambda, \mu, l}^{2}-I_{\lambda, \mu, l}^{3} . \tag{3.10}
\end{align*}
$$

Define, for $l \in \mathbb{R}$, the functions $T_{l, l+1}^{+}(r):=T_{l, l+1}(\max (r, 0))$, and $T_{l, l+1}^{-}(r):=$ $T_{l, l+1}(-\max (-r, 0))$. Since $h_{l}(\sigma)=T_{l, l+1}^{-}(\sigma)-T_{l, l+1}^{+}(\sigma)+1$ it follows

$$
\begin{aligned}
I_{\lambda, \mu, l}^{2}= & \int_{Q_{\tau}}\left[T_{l, l+1}^{-}\left(v_{\lambda}\right) b\left(v_{\lambda}\right)-\int_{0}^{v_{\lambda}} T_{l, l+1}^{-}(\sigma) \mathrm{d} b(\sigma)\right] k_{\lambda} T_{K}(v)_{\mu} \\
& -\int_{Q_{\tau}}\left[T_{l, l+1}^{+}\left(v_{\lambda}\right) b\left(v_{\lambda}\right)-\int_{0}^{v_{\lambda}} T_{l, l+1}^{+}(\sigma) \mathrm{d} b(\sigma)\right] k_{\lambda} T_{K}(v)_{\mu}
\end{aligned}
$$

and

$$
\begin{aligned}
I_{\lambda, \mu, l}^{3}=\int_{Q_{\tau}} \int_{0}^{t} & {\left[\int_{v_{\lambda}(t)}^{v_{\lambda}(t-s)} T_{l, l+1}^{-}(\sigma) \mathrm{d} b(\sigma)\right.} \\
& \left.\quad-T_{l, l+1}^{-}\left(v_{\lambda}(t)\right)\left(b\left(v_{\lambda}(t-s)\right)-b\left(v_{\lambda}(t)\right)\right)\right]\left[-k_{\lambda}^{\prime}(s)\right] \mathrm{d} s T_{K}(v)_{\mu} \\
& -\int_{Q_{\tau}} \int_{0}^{t}\left[\int_{v_{\lambda}(t)}^{v_{\lambda}(t-s)} T_{l, l+1}^{+}(\sigma) \mathrm{d} b(\sigma)\right. \\
& \left.\quad-T_{l, l+1}^{+}\left(v_{\lambda}(t)\right)\left(b\left(v_{\lambda}(t-s)\right)-b\left(v_{\lambda}(t)\right)\right)\right]\left[-k_{\lambda}^{\prime}(s)\right] \mathrm{d} s T_{K}(v)_{\mu}
\end{aligned}
$$

Here, we used that

$$
b\left(v_{\lambda}\right)-\int_{0}^{v_{\lambda}} 1 \mathrm{~d} b(\sigma)=0
$$

and

$$
\int_{v_{\lambda}(t)}^{v_{\lambda}(t-s)} 1 \mathrm{~d} b(\sigma)-\left(b\left(v_{\lambda}(t-s)\right)-b\left(v_{\lambda}(t)\right)\right)=0
$$

We will show that

$$
\limsup _{l \rightarrow \infty} \limsup _{\mu \rightarrow 0} \limsup _{\lambda \rightarrow 0}\left(I_{\lambda, \mu, l}^{2}+I_{\lambda, \mu, l}^{3}\right)=0 .
$$

For $l>0$ we choose $T_{l, l+1}\left(v_{\lambda}\right)$ as a test function in (3.5). If we use that
$T_{l, l+1}\left(v_{\lambda}\right)=T_{1}\left(v_{\lambda}-T_{l}\left(v_{\lambda}\right)\right)$, it follows by (3.1), (A2), and Lemma 2.5 that

$$
\begin{align*}
& c \int_{Q_{\tau}}\left|D T_{l, l+1}\left(v_{\lambda}\right)\right|^{p}+\int_{Q_{\tau}}\left[T_{l, l+1}\left(v_{\lambda}\right) b\left(v_{\lambda}\right)-\int_{0}^{v_{\lambda}} T_{l, l+1}(\sigma) \mathrm{d} b(\sigma)\right] k_{\lambda} \\
& \quad+\int_{Q_{\tau}} \int_{0}^{t}\left[\int_{v_{\lambda}(t)}^{v_{\lambda}(t-s)} T_{l, l+1}(\sigma) \mathrm{d} b(\sigma)\right.  \tag{3.11}\\
& \left.\quad+T_{l, l+1}\left(v_{\lambda}(t)\right)\left(b\left(v_{\lambda}(t-s)\right)-b\left(v_{\lambda}(t)\right)\right)\right]\left[-k_{\lambda}^{\prime}(s)\right] \mathrm{d} s \\
& \leq \int_{Q_{\tau} \cap\left\{\left|v_{\lambda}\right|>l\right\}}\left|f_{\lambda}\right|+\int_{Q_{\tau} \cap\left\{\left|v_{\lambda}\right|>l\right\}} k_{\lambda}\left|b\left(v_{0}^{\lambda}\right)\right|
\end{align*}
$$

for every $\tau \in(0, T)$. Since $v_{\lambda} \rightarrow v$ a.e. on $Q_{T}$ and $|v|<\infty$ a.e. on $Q_{T}$ it follows

$$
\lim _{l \rightarrow \infty} \limsup _{\lambda \rightarrow 0} \int_{Q_{\tau} \cap\left\{\left|v_{\lambda}\right|>l\right\}}\left|f_{\lambda}\right|+\int_{Q_{\tau} \cap\left\{\left|v_{\lambda}\right|>l\right\}} k_{\lambda}\left|b\left(v_{0}^{\lambda}\right)\right|=0 .
$$

As all terms on the left-hand side in (3.11) are nonnegative, we may therefore conclude that, for every $\tau \in(0, T)$,

$$
\begin{align*}
& \lim _{l \rightarrow \infty} \limsup _{\lambda \rightarrow 0} \int_{Q_{\tau}}\left|D T_{l, l+1}\left(v_{\lambda}\right)\right|^{p}=0,  \tag{3.12}\\
& \lim _{l \rightarrow \infty} \limsup _{\lambda \rightarrow 0} \int_{Q_{\tau}}\left[T_{l, l+1}\left(v_{\lambda}\right) b\left(v_{\lambda}\right)-\int_{0}^{v_{\lambda}} T_{l, l+1}(\sigma) \mathrm{d} b(\sigma)\right] k_{\lambda}=0, \\
& \lim _{l \rightarrow \infty} \limsup _{\lambda \rightarrow 0} \int_{Q_{\tau}} \int_{0}^{t}\left[\int_{v_{\lambda}(t)}^{v_{\lambda}(t-s)} T_{l, l+1}(\sigma) \mathrm{d} b(\sigma)\right. \\
& \left.+T_{l, l+1}\left(v_{\lambda}(t)\right)\left(b\left(v_{\lambda}(t-s)\right)-b\left(v_{\lambda}(t)\right)\right)\right]\left[-k_{\lambda}^{\prime}(s)\right] \mathrm{d} s=0 .
\end{align*}
$$

It is easily seen that the corresponding results hold true in case $T_{l, l+1}$ is
replaced by $T_{l, l+1}^{ \pm}$. In view of Lemma 2.3, it therefore follows

$$
\limsup _{l \rightarrow \infty} \limsup _{\mu \rightarrow 0} \limsup _{\lambda \rightarrow 0}\left(I_{\lambda, \mu, l}^{2}+I_{\lambda, \mu, l}^{3}\right)=0 \text {. }
$$

It remains to show that

$$
\liminf _{l \rightarrow \infty} \liminf _{\mu \rightarrow 0} \liminf _{\lambda \rightarrow 0} \int_{Q_{\tau}} \partial_{t}\left(k_{\lambda} * b\left(v_{\lambda}\right)\right) T_{K}\left(v_{\lambda}\right)-I_{\lambda, \mu, l}^{1} \geq 0
$$

for almost every $\tau \in(0, T)$. If we integrate (2.11) over $Q_{\tau}$ for some $\tau \in(0, T)$, we obtain

$$
\begin{align*}
& \int_{Q_{\tau}} \partial_{t}\left(k_{\lambda} * b\left(v_{\lambda}\right)\right) T_{K}\left(v_{\lambda}\right) \\
& \quad=\int_{\Omega}\left[k_{\lambda} * \int_{0}^{v_{\lambda}} T_{K}(\sigma) \mathrm{d} b(\sigma)\right](\tau) \\
& \left.\quad+\int_{Q_{\tau}}\left[T_{K}\left(v_{\lambda}(t)\right) b\left(v_{\lambda}(t)\right)-\int_{0}^{v_{\lambda}(t)} T_{K}(\sigma) \mathrm{d} b(\sigma)\right)\right] k_{\lambda}(t) \mathrm{d} t \\
& \quad+\int_{Q_{\tau}} \int_{0}^{t}\left[\int_{v_{\lambda}(t)}^{v_{\lambda}(t-s)} T_{K}(\sigma) \mathrm{d} b(\sigma)\right. \\
& \left.\quad-T_{K}\left(v_{\lambda}(t)\right)\left(b\left(v_{\lambda}(t-s)\right)-b\left(v_{\lambda}(t)\right)\right)\right]\left[-k_{\lambda}^{\prime}(s)\right] \mathrm{d} s \mathrm{~d} t \tag{3.13}
\end{align*}
$$

As it is our intention to pass to the limit with $\lambda \rightarrow 0$ in the preceding equality, note that the convergence $v_{\lambda} \rightarrow v$ a.e. on $Q_{T}$ implies $\int_{0}^{v_{\lambda}} T_{K}(\sigma) \mathrm{d} b(\sigma) \rightarrow$ $\int_{0}^{v} T_{K}(\sigma) \mathrm{d} b(\sigma)$ a.e. on $Q_{T}$. By the definition of the truncation functions $T_{K}$, we have $\left|\int_{0}^{v_{\lambda}} T_{K}(\sigma) \mathrm{d} b(\sigma)\right| \leq K\left|b\left(v_{\lambda}\right)\right|$, and since $b\left(v_{\lambda}\right) \rightarrow b(v)$ in $L^{1}\left(Q_{T}\right)$, we may suppose at least for a subsequence, still denoted the same way, that
$\left(b\left(v_{\lambda}\right)\right)_{\lambda>0}$ is dominated by an $L^{1}\left(Q_{T}\right)$-function. By Lebesgue's theorem, we obtain

$$
\begin{equation*}
\int_{0}^{v_{\lambda}} T_{K}(\sigma) \mathrm{d} b(\sigma) \rightarrow \int_{0}^{v} T_{K}(\sigma) \mathrm{d} b(\sigma) \tag{3.14}
\end{equation*}
$$

in $L^{1}\left(Q_{T}\right)$, and

$$
\int_{\Omega} \int_{0}^{v_{\lambda}} T_{K}(\sigma) \mathrm{d} b(\sigma) \rightarrow \int_{\Omega} \int_{0}^{v} T_{K}(\sigma) \mathrm{d} b(\sigma)
$$

in $L^{1}(0, T)$. As $k_{\lambda} \rightarrow k$ in $L^{1}(0, T)$, we may therefore conclude by Young's inequality that

$$
\int_{\Omega}\left[k_{\lambda} * \int_{0}^{v_{\lambda}} T_{K}(\sigma) \mathrm{d} b(\sigma)\right](\cdot) \xrightarrow{\lambda \rightarrow 0} \int_{\Omega}\left[k * \int_{0}^{v} T_{K}(\sigma) \mathrm{d} b(\sigma)\right](\cdot) .
$$

in $L^{1}(0, T)$ and, selecting a subsequence if necessary, a.e. on $(0, T)$. Note that the convergence (3.14) remains true, if the function $T_{K}$ is replaced by any $S \in \mathcal{P}$. In particular, we have

$$
\begin{equation*}
\int_{0}^{v_{\lambda}} S(\sigma-\varphi) \mathrm{d} b(\sigma) \xrightarrow{\lambda \rightarrow 0} \int_{0}^{v} S(\sigma-\varphi) \mathrm{d} b(\sigma)=B_{S, \varphi}(v) \text { in } L^{1}\left(Q_{T}\right) \tag{3.15}
\end{equation*}
$$

for all $\varphi \in W_{0}^{1, p}(\Omega) \cap L^{\infty}(\Omega)$ and all $S \in \mathcal{P}$. In order to pass to the limit in the remaining integrals of (3.13), note that the nonnegativity of all terms in
(3.8) entails

$$
\begin{aligned}
& \left.\int_{Q_{\tau}}\left[T_{K}\left(v_{\lambda}(t)\right) b\left(v_{\lambda}(t)\right)-\int_{0}^{v_{\lambda}(t)} T_{K}(\sigma) \mathrm{d} b(\sigma)\right)\right] k_{\lambda}(t) \mathrm{d} t \\
& \quad+\int_{Q_{\tau}} \int_{0}^{t}\left[\int_{v_{\lambda}(t)}^{v_{\lambda}(t-s)} T_{K}(\sigma) \mathrm{d} b(\sigma)\right. \\
& \left.\quad-T_{K}\left(v_{\lambda}(t)\right)\left(b\left(v_{\lambda}(t-s)\right)-b\left(v_{\lambda}(t)\right)\right)\right]\left[-k_{\lambda}^{\prime}(s)\right] \mathrm{d} s \mathrm{~d} t \leq C
\end{aligned}
$$

for all $\tau \in(0, T)$ and some constant $C=C(K)$ independent of $\lambda$. As the kernel $k$ satisfies (K1) and (K2), the lemma of Fatou yields

$$
\begin{equation*}
\left[T_{K}(v) b(v)-\int_{0}^{v} T_{K}(\sigma) \mathrm{d} b(\sigma)\right] k \in L^{1}\left(Q_{T}\right) \tag{3.16}
\end{equation*}
$$

and

$$
\begin{align*}
& \chi_{(0, t)}\left[\int_{v(t)}^{v(t-s)} T_{K}(\sigma) \mathrm{d} b(\sigma)-T_{K}(v(t))(b(v(t-s))-b(v(t)))\right]\left[-k^{\prime}(s)\right] \\
& \in L^{1}\left((0, T) \times Q_{t}\right) \tag{3.17}
\end{align*}
$$

Moreover, we may pass to the limit in (3.13) with $\lambda \rightarrow 0$ which leads to

$$
\begin{align*}
& \liminf _{\lambda \rightarrow 0} \int_{Q_{\tau}} \partial_{t}\left(k_{\lambda} * b\left(v_{\lambda}\right)\right) T_{K}\left(v_{\lambda}\right) \\
& \quad \geq \int_{\Omega}\left[k * \int_{0}^{v} T_{K}(\sigma) \mathrm{d} b(\sigma)\right](\tau) \\
& \left.\quad+\int_{Q_{\tau}}\left[T_{K}(v(t)) b(v(t))-\int_{0}^{v(t)} T_{K}(\sigma) \mathrm{d} b(\sigma)\right)\right] k(t) \\
& \quad+\int_{Q_{\tau}} \int_{0}^{t}\left[\int_{v(t)}^{v(t-s)} T_{K}(\sigma) \mathrm{d} b(\sigma)\right. \\
& \left.\quad-T_{K}(v(t))(b(v(t-s))-b(v(t)))\right]\left[-k^{\prime}(s)\right] \mathrm{d} s \tag{3.18}
\end{align*}
$$

for almost every $\tau \in(0, T)$. On the other hand, the compact support of $h_{l}$ implies that

$$
\partial_{t}\left(k_{\lambda} * \int_{0}^{v_{\lambda}} h_{l}(\sigma) \mathrm{d} b(\sigma)\right) \in L^{p^{\prime}}\left(0, T ; W^{-1, p^{\prime}}(\Omega)\right) .
$$

Thus,

$$
\begin{align*}
I_{\lambda, \mu, l}^{1} & =\int_{Q_{\tau}} \partial_{t}\left(k_{\lambda} * \int_{0}^{v_{\lambda}} h_{l}(\sigma) \mathrm{d} b(\sigma)\right) T_{K}(v)_{\mu} \\
& =\left\langle L_{\lambda} \int_{0}^{v_{\lambda}} h_{l}(\sigma) \mathrm{d} b(\sigma), J_{\mu}^{L^{*}} T_{K}(v)\right\rangle_{L^{p^{\prime}}\left(0, \tau ; W^{-1, p^{\prime}}(\Omega)\right) \times L^{p}\left(0, \tau ; W_{0}^{1, p}(\Omega)\right)}  \tag{3.19}\\
& =\left\langle L_{\mu} J_{\lambda}^{L} \int_{0}^{v_{\lambda}} h_{l}(\sigma) \mathrm{d} b(\sigma), T_{K}(v)\right\rangle_{L^{p^{\prime}}\left(0, \tau ; W^{-1, p^{\prime}}(\Omega)\right) \times L^{p}\left(0, \tau ; W_{0}^{1, p}(\Omega)\right)}
\end{align*}
$$

for every $\tau \in(0, T)$. Here, we used that $v \in D(L)$ entails $J_{\mu}^{L} L v=L J_{\mu}^{L} v$ for
any $\mu>0$. In particular,

$$
J_{\mu}^{L} L_{\lambda} v=L J_{\mu}^{L} J_{\lambda}^{L} v=L_{\mu} J_{\lambda}^{L} v
$$

for all $v \in L^{p^{\prime}}\left(0, T ; W^{-1, p^{\prime}}(\Omega)\right)$ and all $\lambda, \mu>0$. As $h_{l}$ is compactly supported, we may conclude that $\left(\int_{0}^{v_{\lambda}} h_{l}(\sigma) \mathrm{d} b(\sigma)\right)_{\lambda>0}$ is uniformly bounded. By Lebesgue's theorem, it follows

$$
\int_{0}^{v_{\lambda}} h_{l}(\sigma) \mathrm{d} b(\sigma) \rightarrow \int_{0}^{v} h_{l}(\sigma) \mathrm{d} b(\sigma) \quad \text { in } L^{p^{\prime}}\left(Q_{T}\right)
$$

Since $J_{\lambda}^{L}$ is a bounded operator satisfying $J_{\lambda}^{L} v \rightarrow v$ in $L^{p^{\prime}}\left(0, T ; W^{-1, p^{\prime}}(\Omega)\right)$ for all $v \in L^{p^{\prime}}\left(0, T ; W^{-1, p^{\prime}}(\Omega)\right)$ as $\lambda \rightarrow 0$, the continuous embedding $L^{p^{\prime}}(\Omega) \hookrightarrow$ $W^{-1, p^{\prime}}(\Omega)$ yields

$$
J_{\lambda}^{L} \int_{0}^{v_{\lambda}} h_{l}(\sigma) \mathrm{d} b(\sigma) \rightarrow \int_{0}^{v} h_{l}(\sigma) \mathrm{d} b(\sigma) \quad \text { in } \quad L^{p^{\prime}}\left(0, T ; W^{-1, p^{\prime}}(\Omega)\right)
$$

Thus, the continuity of the Yosida approximation $L_{\mu}$ implies

$$
\begin{aligned}
I_{\lambda, \mu, l}^{1} & \xrightarrow{\lambda \rightarrow 0}\left\langle L_{\mu} \int_{0}^{v} h_{l}(\sigma) \mathrm{d} b(\sigma), T_{K}(v)\right\rangle_{L^{p^{\prime}}\left(0, \tau ; W^{-1, p^{\prime}}(\Omega)\right) \times L^{p}\left(0, \tau ; W_{0}^{1, p}(\Omega)\right)} \\
& =\int_{Q_{\tau}} \partial_{t}\left(k_{\mu} * \int_{0}^{v} h_{l}(\sigma) \mathrm{d} b(\sigma)\right) T_{K}(v)
\end{aligned}
$$

for every $\tau \in(0, T)$. As it is our intention to apply the fundamental identity (2.10) to the term $\partial_{t}\left(k_{\mu} * \int_{0}^{v} h_{l}(\sigma) \mathrm{d} b(\sigma)\right) T_{K}(v)$, we define $g_{l}(u):=$
$\int_{0}^{u} h_{l}(\sigma) \mathrm{d} b(\sigma), u \in \mathbb{R}$ and

$$
H(u):=\int_{0}^{u} T_{K} \circ g_{l}^{-1}(\sigma) \mathrm{d} \sigma, \quad u \in \operatorname{ran}\left(g_{l}\right)
$$

Using the transformation $\sigma \mapsto g_{l}(\sigma)$, we see that

$$
H\left(g_{l}(v(t))\right)=\int_{0}^{v(t)} T_{K}(\sigma) \mathrm{d} g_{l}(\sigma), \quad t \in(0, T)
$$

By the definition of $g_{l}$, the measure $d g_{l}$ is absolutely continuous with respect to $d b$ and the Radon-Nikodym derivative is given by $h_{l}$. Thus, the fundamental identity yields

$$
\begin{align*}
& -\int_{Q_{\tau}} \partial_{t}\left(k_{\mu} * \int_{0}^{v} h_{l}(\sigma) \mathrm{d} b(\sigma)\right) T_{K}(v) \\
& \quad=-\int_{\Omega}\left(k_{\mu} * \int_{0}^{v} T_{K}(\sigma) h_{l}(\sigma) \mathrm{d} b(\sigma)\right)(\tau) \\
& \quad-\int_{Q_{\tau}}\left[T_{K}(v(t)) \int_{0}^{v(t)} h_{l}(\sigma) \mathrm{d} b(\sigma)-\int_{0}^{v(t)} T_{K}(\sigma) h_{l}(\sigma) \mathrm{d} b(\sigma)\right] k_{\mu}(t) \\
& \quad-\int_{Q_{\tau}} \int_{0}^{t}\left[\int_{v(t)}^{v(t-s)} T_{K}(\sigma) h_{l}(\sigma) \mathrm{d} b(\sigma)\right. \\
& \left.\quad-T_{K}(v(t)) \int_{v(t)}^{v(t-s)} h_{l}(\sigma) \mathrm{d} b(\sigma)\right]\left[-k_{\mu}^{\prime}(s)\right] \mathrm{d} s \tag{3.20}
\end{align*}
$$

Since $k_{\mu} \rightarrow k$ in $L^{1}(0, T)$, it follows from Young's inequality that

$$
\int_{\Omega}\left[k_{\mu} * \int_{0}^{v} T_{K}(\sigma) h_{l}(\sigma) \mathrm{d} b(\sigma)\right] \xrightarrow{\mu \rightarrow 0} \int_{\Omega}\left[k * \int_{0}^{v} T_{K}(\sigma) h_{l}(\sigma) \mathrm{d} b(\sigma)\right]
$$

in $L^{1}(0, T)$, and, selecting a subsequence if necessary, a.e. on $(0, T)$. Since $h_{l}(u) \rightarrow 1$ for every $u \in \mathbb{R}$, and $0 \leq h_{l} \leq 1$, we see that

$$
\int_{0}^{v} T_{K}(\sigma) h_{l}(\sigma) \mathrm{d} b(\sigma) \rightarrow \int_{0}^{v} T_{K}(\sigma) \mathrm{d} b(\sigma)
$$

a.e. on $Q_{T}$. Since the function $b$ satisfies (B1) and $0 \leq h_{l} \leq 1$, it follows

$$
0 \leq \int_{0}^{v} T_{K}(\sigma) h_{l}(\sigma) \mathrm{d} b(\sigma) \leq \int_{0}^{v} T_{K}(\sigma) \mathrm{d} b(\sigma)
$$

a.e. on $Q_{T}$. Since the kernel $k$ is nonnegative, Lebesgue's theorem implies

$$
\int_{\Omega}\left[k * \int_{0}^{v} T_{K}(\sigma) h_{l}(\sigma) \mathrm{d} b(\sigma)\right] \xrightarrow{l \rightarrow \infty} \int_{\Omega}\left[k * \int_{0}^{v} T_{K}(\sigma) \mathrm{d} b(\sigma)\right] .
$$

in $L^{1}(0, T)$ and, selecting a subsequence if necessary, a.e. on $(0, T)$. In order to pass to the limit in the remaining integrals of (3.20), note that the condition (B1) and $0 \leq h_{l} \leq 1$ also imply

$$
\begin{aligned}
0 & \leq T_{K}(v) \int_{0}^{v} h_{l}(\sigma) \mathrm{d} b(\sigma)-\int_{0}^{v} T_{K}(\sigma) h_{l}(\sigma) \mathrm{d} b(\sigma) \\
& \leq T_{K}(v) b(v)-\int_{0}^{v} T_{K}(\sigma) \mathrm{d} b(\sigma)
\end{aligned}
$$

a.e. on $Q_{T}$, and

$$
\begin{aligned}
0 & \leq \int_{v(t)}^{v(t-s)} T_{K}(\sigma) h_{l}(\sigma) \mathrm{d} b(\sigma)-T_{K}(v(t)) \int_{v(t)}^{v(t-s)} h_{l}(\sigma) \mathrm{d} b(\sigma) \\
& \leq \int_{v(t)}^{v(t-s)} T_{K}(\sigma) \mathrm{d} b(\sigma)-T_{K}(v(t))(b(v(t-s))-b(v(t)))
\end{aligned}
$$

a.e. on $(0, T) \times Q_{t}$. By (3.16) and (3.17) we have

$$
\left[T_{K}(v) b(v)-\int_{0}^{v} T_{K}(\sigma) \mathrm{d} b(\sigma)\right] k \in L^{1}\left(Q_{T}\right)
$$

and

$$
\begin{gathered}
\chi_{(0, t)}\left[\int_{v(t)}^{v(t-s)} T_{K}(\sigma) \mathrm{d} b(\sigma)-T_{K}(v(t))(b(v(t-s))-b(v(t)))\right]\left[-k^{\prime}(s)\right] \\
\in L^{1}\left((0, T) \times Q_{t}\right)
\end{gathered}
$$

Since $k_{\mu}$ is nonnegative, nonincreasing and satisfies (K1) and (K2), we may therefore apply Lebesgue's theorem to obtain

$$
\begin{aligned}
& \lim _{l \rightarrow \infty} \lim _{\mu \rightarrow 0} \int_{Q_{\tau}}\left[T_{K}(v(t)) \int_{0}^{v(t)} h_{l}(\sigma) \mathrm{d} b(\sigma)\right. \\
& \left.\quad-\int_{0}^{v(t)} T_{K}(\sigma) h_{l}(\sigma) \mathrm{d} b(\sigma)\right] k_{\mu}(t) \\
& \quad=\int_{Q_{\tau}}\left[T_{K}(v(t)) b(v(t))-\int_{0}^{v(t)} T_{K}(\sigma) \mathrm{d} b(\sigma)\right] k(t)
\end{aligned}
$$

for every $\tau \in(0, T)$, and

$$
\begin{aligned}
& \lim _{l \rightarrow \infty} \lim _{\mu \rightarrow 0} \int_{Q_{\tau}} \int_{0}^{t}\left[\int_{v(t)}^{v(t-s)}\right. \\
& \quad T_{K}(\sigma) h_{l}(\sigma) \mathrm{d} b(\sigma) \\
& \\
& \left.\quad-T_{K}(v(t)) \int_{v(t)}^{v(t-s)} h_{l}(\sigma) \mathrm{d} b(\sigma)\right]\left[-k_{\mu}^{\prime}(s)\right] \mathrm{d} s \\
& =\int_{Q_{\tau}} \int_{0}^{t}\left[\int_{v(t)}^{v(t-s)} T_{K}(\sigma) \mathrm{d} b(\sigma)\right. \\
& \\
& \left.\quad-T_{K}(v(t))(b(v(t-s))-b(v(t)))\right]\left[-k^{\prime}(s)\right] \mathrm{d} s
\end{aligned}
$$

for every $\tau \in(0, T)$. Thus, passing to the limit in (3.19) yields

$$
\begin{align*}
& \lim _{l \rightarrow \infty} \lim _{\mu \rightarrow 0} \lim _{\lambda \rightarrow 0} I_{\lambda, \mu, l}^{1} \\
&= \int_{\Omega}\left[k * \int_{0}^{v} T_{K}(\sigma) \mathrm{d} b(\sigma)\right](\tau) \\
&\left.+\int_{Q_{\tau}}\left[T_{K}(v(t)) b(v(t))-\int_{0}^{v(t)} T_{K}(\sigma) \mathrm{d} b(\sigma)\right)\right] k(t) \\
&+\int_{Q_{\tau}} \int_{0}^{t}\left[\int_{v(t)}^{v(t-s)} T_{K}(\sigma) \mathrm{d} b(\sigma)\right. \\
&\left.\quad-T_{K}(v(t))(b(v(t-s))-b(v(t)))\right]\left[-k^{\prime}(s)\right] \mathrm{d} s \tag{3.21}
\end{align*}
$$

for almost every $\tau \in(0, T)$. By (3.18) and (3.21), we obtain

$$
\liminf _{l \rightarrow \infty} \liminf _{\mu \rightarrow 0} \liminf _{\lambda \rightarrow 0} \int_{Q_{\tau}} \partial_{t}\left(k_{\lambda} * b\left(v_{\lambda}\right)\right) T_{K}\left(v_{\lambda}\right)-I_{\lambda, \mu, l}^{1} \geq 0
$$

for almost every $\tau \in(0, T)$ which concludes the proof of (3.9).
Fix $\tau>0$ such that (3.9) holds. If we choose $T_{K}\left(v_{\lambda}\right)-h_{l}\left(v_{\lambda}\right) T_{K}(v)_{\mu}$ as a test
function in (3.5), and integrate over $Q_{\tau}$, we obtain by using (3.1) and (3.2)

$$
\begin{aligned}
& \int_{Q_{\tau}} \partial_{t}\left[k_{\lambda} *\left(b\left(v_{\lambda}\right)-b\left(v_{0}^{\lambda}\right)\right)\right]\left(T_{K}\left(v_{\lambda}\right)-h_{l}\left(v_{\lambda}\right) T_{K}(v)_{\mu}\right) \\
& \quad+\int_{Q_{\tau}} a\left(x, D v_{\lambda}\right) \cdot D\left[T_{K}\left(v_{\lambda}\right)-h_{l}\left(v_{\lambda}\right) T_{K}(v)_{\mu}\right] \\
& \leq \int_{Q_{\tau}} f_{\lambda}\left(T_{K}\left(v_{\lambda}\right)-h_{l}\left(v_{\lambda}\right) T_{K}(v)_{\mu}\right)
\end{aligned}
$$

Since

$$
\lim _{l \rightarrow \infty} \lim _{\mu \rightarrow 0} \lim _{\lambda \rightarrow 0} \int_{Q_{\tau}} f_{\lambda}\left(T_{K}\left(v_{\lambda}\right)-h_{l}\left(v_{\lambda}\right) T_{K}(v)_{\mu}\right)=0
$$

we see that (3.9) entails

$$
\begin{equation*}
\limsup _{l \rightarrow \infty} \limsup _{\mu \rightarrow 0} \limsup _{\lambda \rightarrow 0} \int_{Q_{\tau}} a\left(x, D v_{\lambda}\right) \cdot D\left[T_{K}\left(v_{\lambda}\right)-h_{l}\left(v_{\lambda}\right) T_{K}(v)_{\mu}\right] \leq 0 \tag{3.22}
\end{equation*}
$$

As $\left|h_{l}^{\prime}(u)\right|=1$ if $|u| \in(l, l+1)$ and $h^{\prime}(u)=0$ if $|u|>l+1$ or $|u|<l$, we have

$$
\begin{aligned}
& \int_{Q_{\tau}} a\left(x, D v_{\lambda}\right) \cdot D\left[\left(h_{l}\left(v_{\lambda}\right)-1\right) T_{K}\left(v_{\lambda}\right)\right] \\
& \quad \leq \int_{Q_{\tau}}\left(h_{l}\left(v_{\lambda}\right)-1\right) a\left(x, D v_{\lambda}\right) \cdot D T_{K}\left(v_{\lambda}\right) \\
& \\
& \quad+\int_{Q_{\tau} \cap\left\{l<\left|v_{\lambda}\right|<l+1\right\}}\left|a\left(x, D v_{\lambda}\right) \cdot D v_{\lambda} T_{K}\left(v_{\lambda}\right)\right| .
\end{aligned}
$$

Note that the first integral equals zero if $l>K$. If we apply the growth
condition (A3) and Hölder's inequality, it follows

$$
\int_{Q_{\tau} \cap\left\{l<\left|v_{\lambda}\right|<l+1\right\}}\left|a\left(x, D v_{\lambda}\right) \cdot D v_{\lambda} T_{K}\left(v_{\lambda}\right)\right| \leq C \int_{Q_{\tau} \cap\left\{l<\left|v_{\lambda}\right|<l+1\right\}}\left|D v_{\lambda}\right|^{p},
$$

for some constant $C=C(j, K)>0$ independent of $\lambda$. Consequently, (3.12) shows that the inequality (3.22) implies

$$
\begin{equation*}
\limsup _{l \rightarrow \infty} \limsup _{\mu \rightarrow 0} \limsup _{\lambda \rightarrow 0} \int_{Q_{\tau}} a\left(x, D v_{\lambda}\right) \cdot D\left[h_{l}\left(v_{\lambda}\right)\left(T_{K}\left(v_{\lambda}\right)-T_{K}(v)_{\mu}\right)\right] \leq 0 . \tag{3.23}
\end{equation*}
$$

The growth condition (A3), Lemma 2.3 and Hölder's inequality imply the existence of a constant $C=C(j, K)$ such that

$$
\begin{gathered}
-\int_{Q_{\tau}} h_{l}^{\prime}\left(v_{\lambda}\right) a\left(x, D v_{\lambda}\right) \cdot D v_{\lambda}\left[\left(T_{K}\left(v_{\lambda}\right)-T_{K}(v)_{\mu}\right)\right] \\
\leq C \int_{Q_{\tau} \cap\left\{l<\left|v_{\lambda}\right|<l+1\right\}}\left|D v_{\lambda}\right|^{p}
\end{gathered}
$$

According to (3.23), it follows

$$
\begin{equation*}
\limsup _{l \rightarrow \infty} \limsup _{\mu \rightarrow 0} \limsup _{\lambda \rightarrow 0} \int_{Q_{\tau}} h_{l}\left(v_{\lambda}\right) a\left(x, D v_{\lambda}\right) \cdot D\left[T_{K}\left(v_{\lambda}\right)-T_{K}(v)_{\mu}\right] \leq 0 . \tag{3.24}
\end{equation*}
$$

Since $h_{l}\left(v_{\lambda}\right)=0$ on $\left\{\left|v_{\lambda}\right|>l+1\right\}$, we see that

$$
\begin{align*}
\int_{Q_{\tau} \cap\left\{\left|v_{\lambda}\right|>K\right\}} & h_{l}\left(v_{\lambda}\right) a\left(x, D v_{\lambda}\right) \cdot D T_{K}(v)_{\mu} \\
= & \int_{Q_{\tau} \cap\left\{\left|v_{\lambda}\right|>K\right\}} h_{l}\left(v_{\lambda}\right) a\left(x, D T_{l+1}\left(v_{\lambda}\right)\right) \cdot D T_{K}(v)_{\mu} \\
= & \int_{Q_{\tau} \cap\left\{\left|v_{\lambda}\right|>K\right\} \cap\{|v| \neq K\}} h_{l}\left(v_{\lambda}\right) a\left(x, D T_{l+1}\left(v_{\lambda}\right)\right) \cdot D T_{K}(v)_{\mu} \\
& +\int_{Q_{\tau} \cap\left\{\left|v_{\lambda}\right|>K\right\} \cap\{|v|=K\}} h_{l}\left(v_{\lambda}\right) a\left(x, D T_{l+1}\left(v_{\lambda}\right)\right) \cdot D T_{K}(v)_{\mu} . \tag{3.25}
\end{align*}
$$

As $\mathbb{1}_{\left\{\left|v_{\lambda}\right|>K\right\}} \rightarrow \mathbb{1}_{\{|v|>K\}}$ a.e. on $\{|v| \neq K\}$ and $a\left(x, D T_{l+1}\left(v_{\lambda}\right)\right) \rightharpoonup \chi_{l+1}$ in $L^{p^{\prime}}\left(Q_{\tau}\right)^{d}$ the first integral on the right hand side converges to

$$
\int_{Q_{\tau} \cap\{|v|>K\}} h_{l}(v) \chi_{l+1} \cdot D T_{K}(v)_{\mu}
$$

as $\lambda \rightarrow 0$. Since $\mathbb{1}_{\left\{\left|v_{\lambda}\right|>K\right\}} a\left(x, D T_{l+1}\left(v_{\lambda}\right)\right)$ is bounded in $L^{p^{\prime}}\left(Q_{\tau} \cap\{|v|=K\}\right)^{d}$ there exists $\tilde{\chi}_{l+1} \in L^{p^{\prime}}\left(Q_{\tau} \cap\{|v|=K\}\right)^{d}$ and a subsequence, still indicated the same way, such that $\mathbb{1}_{\left\{\left|v_{\lambda}\right|>K\right\}} a\left(x, D T_{l+1}\left(v_{\lambda}\right)\right) \rightharpoonup \tilde{\chi}_{l+1}$ in $L^{p^{\prime}}\left(Q_{\tau} \cap\{|v|=K\}\right)^{d}$. Thus, the second integral on the right hand side in (3.25) converges to

$$
\int_{Q_{\tau} \cap\{|v|=K\}} h_{l}(v) \tilde{\chi}_{l+1} \cdot D T_{K}(v)_{\mu},
$$

as $\lambda \rightarrow 0$. Since $T_{K}(v)_{\mu} \rightarrow T_{K}(v)$ in $L^{p}\left(0, T ; W_{0}^{1, p}(\Omega)\right)$ as $\mu \rightarrow 0$ it follows
from (3.25) that

$$
\begin{aligned}
& \lim _{\mu \rightarrow 0} \lim _{\lambda \rightarrow 0} \int_{Q_{\tau} \cap\left\{\left|v_{\lambda}\right|>K\right\}} h_{l}\left(v_{\lambda}\right) a\left(x, D v_{\lambda}\right) \cdot D T_{K}(v)_{\mu} \\
& \quad=\int_{Q_{\tau} \cap\{|v|>K\}} h_{l}(v) \chi_{l+1} \cdot D T_{K}(v)+\int_{Q_{\tau} \cap\{|v|=K\}} h_{l}(v) \tilde{\chi}_{l+1} \cdot D T_{K}(v)=0,
\end{aligned}
$$

where we used that $D T_{K}(v)=0$ on $\{|v| \geq K\}$. Consequently, (3.24) is equivalent to

$$
\limsup _{l \rightarrow \infty} \limsup _{\mu \rightarrow 0} \limsup _{\lambda \rightarrow 0} \int_{Q_{\tau}} h_{l}\left(v_{\lambda}\right) a\left(x, D T_{K}\left(v_{\lambda}\right)\right) \cdot D\left[\left(T_{K}\left(v_{\lambda}\right)-T_{K}(v)_{\mu}\right)\right] \leq 0
$$

If $l>K$, we have $h_{l}\left(v_{\lambda}\right)=1$ on $\left\{\left|v_{\lambda}\right| \leq K\right\}$ and we may conclude that

$$
\limsup _{\mu \rightarrow 0} \limsup _{\lambda \rightarrow 0} \int_{Q_{\tau}} a\left(x, D T_{K}\left(v_{\lambda}\right)\right) \cdot D\left[\left(T_{K}\left(v_{\lambda}\right)-T_{K}(v)_{\mu}\right)\right] \leq 0 .
$$

Since $D T_{K}(v)_{\mu} \rightarrow D T_{K}(v)$ in $L^{p}\left(Q_{T}\right)^{d}$ and $a\left(x, D T_{K}\left(v_{\lambda}\right)\right) \rightharpoonup \chi_{K}$ in $L^{p^{\prime}}\left(Q_{T}\right)^{d}$, it follows that

$$
\begin{equation*}
\limsup _{\lambda \rightarrow 0} \int_{Q_{\tau}} a\left(x, D T_{K}\left(v_{\lambda}\right)\right) \cdot D T_{K}\left(v_{\lambda}\right) \leq \int_{Q_{\tau}} \chi_{K} \cdot D T_{K}(v) . \tag{3.26}
\end{equation*}
$$

The monotonicity condition (A1) entails

$$
\int_{Q_{\tau}}\left(a\left(x, D T_{K}\left(v_{\lambda}\right)\right)-a(x, H)\right) \cdot\left(D T_{K}\left(v_{\lambda}\right)-H\right) \geq 0
$$

for all $H \in L^{p}\left(Q_{\tau}\right)^{d}$ and all $\lambda>0$. If we pass to the limit with $\lambda \rightarrow 0$ in the
preceding inequality, using $D T_{K}\left(v_{\lambda}\right) \rightharpoonup D T_{K}(v)$ in $L^{p}\left(Q_{T}\right)^{d}$ and (3.26), we obtain

$$
\int_{Q_{T}}\left(\chi_{K}-a(x, H)\right) \cdot\left(D T_{K}(v)-H\right) \geq 0
$$

for all $H \in L^{p}\left(Q_{\tau}\right)^{d}$. As the operator $\mathcal{A}: L^{p}\left(Q_{\tau}\right)^{d} \rightarrow L^{p^{\prime}}\left(Q_{\tau}\right)^{d}$ defined by $\mathcal{A} v=a(\cdot, v)$ is maximal monotone, it follows $\chi_{K}=a\left(x, D T_{K}(v)\right)$ in $L^{p^{\prime}}\left(Q_{\tau}\right)^{d}$. Since the inquality (3.9) holds true for almost every $\tau \in(0, T)$, and $a\left(x, D T_{K}(v)\right) \rightharpoonup \chi_{K}$ in $L^{p^{\prime}}\left(Q_{T}\right)$, we may conclude that $\chi_{K}=a\left(x, D T_{K}(v)\right)$ in $L^{p^{\prime}}\left(Q_{T}\right)^{d}$.

We are now in a position to prove that $u=b(v)$ is an entropy solution to (1.1). Let $S \in \mathcal{P}, \xi \in \mathcal{D}([0, T)), \xi \geq 0, \varphi \in W_{0}^{1, p}(\Omega) \cap L^{\infty}(\Omega)$. If we choose $S\left(v_{\lambda}-\varphi\right) \xi$ as a test function in (3.5) and integrate in time over $(0, T)$, we obtain

$$
\begin{aligned}
& \int_{Q_{T}} \partial_{t}\left[k_{\lambda} *\left(b\left(v_{\lambda}\right)-b\left(v_{0}^{\lambda}\right)\right)\right] S\left(v_{\lambda}-\varphi\right) \xi \\
& \quad+\int_{Q_{T}} a\left(x, D v_{\lambda}\right) \cdot D S\left(v_{\lambda}-\varphi\right) \xi=\int_{Q_{T}} f_{\lambda} S\left(v_{\lambda}-\varphi\right) \xi
\end{aligned}
$$

where we used (3.2). For $n \in \mathbb{N}$ we define $k_{1, \lambda, n}:=\left(k_{\lambda}-n\right)^{+}$and $k_{2, \lambda, n}:=$ $k_{\lambda}-k_{1, \lambda, n}$. Note that $k_{1, \lambda, n}+k_{2, \lambda, n}=k_{\lambda}$ and that $k_{\lambda} \rightarrow k$ in $L^{1}(0, T)$ implies $k_{1, \lambda, n} \rightarrow k_{1, n}$ and $k_{2, \lambda, n} \rightarrow k_{2, n}$ in $L^{1}(0, T)$, where $k_{1, n}, k_{2, n}$ are as in the
definition of the entropy solution. If we apply Lemma 2.6 to $k_{1, \lambda, n}$ it follows

$$
\begin{align*}
& -\int_{Q_{T}} k_{1, \lambda, n} * \int_{v_{0}^{\lambda}}^{v_{\lambda}} S(\sigma-\varphi) \mathrm{d} b(\sigma) \xi_{t} \\
& \quad+\int_{Q_{T}} \partial_{t}\left[k_{2, \lambda, n} *\left(b\left(v_{\lambda}\right)-b\left(v_{0}^{\lambda}\right)\right)\right] S\left(v_{\lambda}-\varphi\right) \xi  \tag{3.27}\\
& \quad+\int_{Q_{T}} a\left(x, D v_{\lambda}\right) \cdot D S\left(v_{\lambda}-\varphi\right) \xi \leq \int_{Q_{T}} f_{\lambda} S\left(v_{\lambda}-\varphi\right) \xi .
\end{align*}
$$

By (3.15), we have $\int_{0}^{v_{\lambda}} S(\sigma-\varphi) \mathrm{d} b(\sigma) \rightarrow \int_{0}^{v} S(\sigma-\varphi) \mathrm{d} b(\sigma)=B_{S, \varphi}(v)$ in $L^{1}\left(Q_{T}\right)$ and $\int_{0}^{v_{0}^{\lambda}} S(\sigma-\varphi) \mathrm{d} b(\sigma) \rightarrow \int_{0}^{v_{0}} S(\sigma-\varphi) \mathrm{d} b(\sigma)$ in $L^{1}(\Omega)$. Thus,

$$
-\int_{Q_{T}} k_{1, \lambda, n} * \int_{v_{0}^{\lambda}}^{v_{\lambda}} S(\sigma-\varphi) \mathrm{d} b(\sigma) \xi_{t} \xrightarrow{\lambda \rightarrow 0}-\int_{Q_{T}}\left[k_{1, n} *\left(B_{S, \varphi}(v)-B_{S, \varphi}\left(v_{0}\right)\right) \xi_{t} .\right.
$$

The triangle inequality yields

$$
\begin{aligned}
& \left\|\partial_{t} k_{2, \lambda, n} *\left(b\left(v_{\lambda}\right)-b\left(v_{0}^{\lambda}\right)\right)-\partial_{t} k_{2, n} *\left(b(v)-b\left(v_{0}\right)\right)\right\|_{L^{1}\left(Q_{T}\right)} \\
& \quad \leq\left\|\partial_{t} k_{2, \lambda, n} *\left[\left(b\left(v_{\lambda}\right)-b\left(v_{0}^{\lambda}\right)\right)-\left(b(v)-b\left(v_{0}\right)\right)\right]\right\|_{L^{1}\left(Q_{T}\right)} \\
& \quad+\left\|\partial_{t} k_{2, \lambda, n} *\left(b(v)-b\left(v_{0}\right)\right)-\partial_{t} k_{2, n} *\left(b(v)-b\left(v_{0}\right)\right)\right\|_{L^{1}\left(Q_{T}\right)} \\
& =: A_{\lambda}^{n}+B_{\lambda}^{n} .
\end{aligned}
$$

As $k_{2, \lambda, n} \in W^{1,1}(0, T)$ satisfies $0 \leq k_{2, \lambda, n}(0) \leq n$ for all $\lambda>0$ and $n \in \mathbb{N}$, it follows by Young's inequality that

$$
\begin{aligned}
A_{\lambda}^{n} \leq & n\left\|b\left(v_{\lambda}\right)-b\left(v_{0}^{\lambda}\right)-\left(b(v)-b\left(v_{0}\right)\right)\right\|_{L^{1}\left(Q_{T}\right)} \\
& +\left\|k_{2, \lambda, n}^{\prime}\right\|_{L^{1}(0, T)}\left\|b\left(v_{\lambda}\right)-b\left(v_{0}^{\lambda}\right)-\left(b(v)-b\left(v_{0}\right)\right)\right\|_{L^{1}\left(Q_{T}\right)}
\end{aligned}
$$

for all $\lambda>0$ and $n \in \mathbb{N}$. Since $k_{2, \lambda, n}^{\prime}$ is nonnegative and nonincreasing, we have

$$
\left\|k_{2, \lambda, n}^{\prime}\right\|_{L^{1}(0, T)} \leq k_{2, \lambda, n}(0) \leq n
$$

for all $\lambda>0$ and $n \in \mathbb{N}$, which shows that $A_{\lambda}^{n} \rightarrow 0$ as $\lambda \rightarrow 0$. Moreover, we see that $\sup _{\lambda>0}\left(\operatorname{var}_{[0, T]} k_{2, \lambda, n}\right) \leq n$ for every $n \in \mathbb{N}$. Thus, we may conclude by [13, Lemma 3.4] that $B_{\lambda}^{n} \rightarrow 0$ as $\lambda \rightarrow 0$. It follows $\partial_{t} k_{2, \lambda, n} *\left[b\left(v_{\lambda}\right)-b\left(v_{0}^{\lambda}\right)\right] \rightarrow$ $\partial_{t} k_{2, n} *\left[b(v)-b\left(v_{0}\right)\right]$ in $L^{1}\left(Q_{T}\right)$ as $\lambda \rightarrow 0$. Since $S \in \mathcal{P}$ is a bounded, continuous function, we therefore obtain

$$
\begin{aligned}
\int_{Q_{T}} & \partial_{t}\left[k_{2, \lambda, n} *\left(b\left(v_{\lambda}\right)-b\left(v_{0}^{\lambda}\right)\right)\right] S\left(v_{\lambda}-\varphi\right) \xi \\
& \xrightarrow{\lambda \rightarrow 0} \int_{Q_{T}} \partial_{t}\left[k_{2, n} *\left(b(v)-b\left(v_{0}\right)\right)\right] S(v-\varphi) \xi
\end{aligned}
$$

In order to pass to the limit in the third integral on the left-hand side in (3.27), let $R>0$ such that $\operatorname{supp} S^{\prime} \subset[-R, R]$ and define $K:=\|\varphi\|_{\infty}+R$.

By the monotonicity assumption (A1) it follows

$$
\begin{aligned}
& \int_{Q_{T}} a\left(x, D v_{\lambda}\right) \cdot D S\left(v_{\lambda}-\varphi\right) \xi \\
&= \int_{Q_{T}} a\left(x, D T_{K}\left(v_{\lambda}\right)\right) \cdot D\left[T_{K}\left(v_{\lambda}\right)-D T_{K}(v)\right] S^{\prime}\left(v_{\lambda}-\varphi\right) \xi \\
&+\int_{Q_{T}} a\left(x, D T_{K}\left(v_{\lambda}\right)\right) \cdot D T_{K}(v) S^{\prime}\left(v_{\lambda}-\varphi\right) \xi \\
&-\int_{Q_{T}} a\left(x, D T_{K}\left(v_{\lambda}\right)\right) \cdot D \varphi S^{\prime}\left(v_{\lambda}-\varphi\right) \xi \\
& \geq \int_{Q_{T}} a\left(x, D T_{K}(v)\right) \cdot D\left[T_{K}\left(v_{\lambda}\right)-D T_{K}(v)\right] S^{\prime}\left(v_{\lambda}-\varphi\right) \xi \\
&+\int_{Q_{T}} a\left(x, D T_{K}\left(v_{\lambda}\right)\right) \cdot D\left[T_{K}(v)-\varphi\right] S^{\prime}\left(v_{\lambda}-\varphi\right) \xi .
\end{aligned}
$$

As $S^{\prime}$ is for every $S \in \mathcal{P}$ a bounded, continuous function, the convergence $v_{\lambda} \rightarrow v$ almost everywhere on $Q_{T}$ and Lebesgue's theorem imply

$$
D\left[T_{K}(v)-\varphi\right] S^{\prime}\left(v_{\lambda}-\varphi\right) \rightarrow D S(v-\varphi) \quad \text { in } L^{p}\left(Q_{T}\right)^{d}
$$

and

$$
a\left(x, D T_{K}(v)\right) S^{\prime}\left(v_{\lambda}-\varphi\right) \rightarrow a\left(x, D T_{K}(v)\right) S^{\prime}(v-\varphi) \text { in } L^{p^{\prime}}\left(Q_{T}\right)^{d}
$$

Since $a\left(x, D T_{K}\left(v_{\lambda}\right)\right) \rightharpoonup a\left(x, D T_{K}(v)\right)$ weakly in $L^{p^{\prime}}\left(Q_{T}\right)^{d}$ and $D T_{K}\left(v_{\lambda}\right) \rightharpoonup$ $D T_{K}(v)$ weakly in $L^{p}\left(Q_{T}\right)^{d}$, we may pass to the limit in the preceding in-
equality to obtain

$$
\liminf _{\lambda \rightarrow 0} \int_{Q_{T}} a\left(x, D v_{\lambda}\right) \cdot D S\left(v_{\lambda}-\varphi\right) \xi \geq \int_{Q_{T}} a(x, D v) \cdot D S(v-\varphi) \xi
$$

Since, by Lebesgue's theorem,

$$
\int_{Q_{T}} f_{\lambda} S\left(v_{\lambda}-\varphi\right) \xi \xrightarrow{\lambda \rightarrow 0} \int_{Q_{T}} f S(v-\varphi) \xi,
$$

we may conclude that $v$ is an entropy solution to (1.1).
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