ruhr.paD
UA Ruhr Zentrum für partielle Differentialgleichungen

# Preconditioners for the Discontinuous Galerkin Time-Stepping Method of Arbitrary Order 

S. Basting and E. Bänsch

# PRECONDITIONERS FOR THE DISCONTINUOUS GALERKIN TIME-STEPPING METHOD OF ARBITRARY ORDER 

STEFFEN BASTING AND EBERHARD BÄNSCH


#### Abstract

We develop a preconditioner for systems arising from space-time finite element discretizations of parabolic equations. The preconditioner is based on a transformation of the coupled system into block diagonal form and an efficient solution strategy for the arising $2 \times 2$ blocks. The suggested strategy makes use of an inexact factorization of the Schur complement of these blocks, for which uniform bounds on the condition number can be proven. The main computational effort of the preconditioner lies in solving implicit Euler-like problems, which allows for the usage of efficient standard solvers. Numerical experiments are performed to corroborate our theoretical findings.


## 1. Introduction

Using low order time discretization schemes like backward Euler or Crank-Nicolson is rather standard practise when solving time dependent partial differential equations (PDE). However, in most cases one can take great advantage of using higher order discretization schemes. Obvious choices for such discretization schemes are those frequently used for discretizing ordinary differential equations (ODE) like multistep or Runge-Kutta methods. These approaches have been studied for instance in $[23,9]$ and the references therein.

Another approach is to use variational time discretization schemes, more particularly to use continuous or discontinuous Galerkin schemes in time. Approximations of this type possess many appealing features, let us just mention three of them:

- Stability: many variational time discretization approaches exhibit favourable stability properties like A-stability. In particular, for the $\mathrm{dG}(\mathrm{k})$ method considered in this paper, even strong A-stability can be shown to hold for arbitrary polynomial degrees $k$ [14, 19].
- Convergence properties: many variational time discretization schemes exhibit super convergence properties, for instance $\mathrm{dG}(\mathrm{k})$, which is super convergent of order $2 k+1$ at the nodal points [23].
- Generality: being of variational type, time discretization is treated similar to space discretization. As a consequence, many of the techniques developed for space discretization over the years are directly applicable to time discretization.
If combined with Galerkin schemes for spatial discretization like finite elements, they also offer a clean way for a posteriori error control, see for instance $[6,16,1]$. Moreover they are in particular well suited to discretize problems on time-dependent domains, see $[2,3]$.

However, Galerkin time discretization is not that popular among practitioners. The reason for the reluctance to use this type of discretization might be found in the considerably more complicated discrete systems arising after full discretization. Using a Galerkin time discretization with, say, $r \in \mathbb{N}$ degrees of freedom per time step results in a coupled system of $r$ (spatially discretized) PDEs to be solved in each time step. At first glance it is not obvious how to solve or precondition these systems efficiently.

For the numerical solution of the coupled system arising from variational time discretization schemes, various techniques were proposed: Schötzau et al. [20, 21, 26] consider the $\mathrm{dG}(\mathrm{k})$ methods

[^0]for time-independent linear operators and decouple the arising system into linear problems which have the same structure as as an implicit Euler like discretization of the system, but are complex valued. In [18] Richter et al. consider a solution strategy for nonlinear parabolic problems discretized by the $\mathrm{dG}(\mathrm{k})$ method based on an inexact factorization of the block eliminated $\mathrm{dG}(\mathrm{k})$ system. This approach turns out to be quite costly for linear problems, however. For the dG(1) case, Hussain et al. consider an efficient solution approach based on a multigrid preconditioned BiCGStab solver in [11].

At this point, it seems important to emphasize that variational time discretization schemes share many similarities with implicit Runge-Kutta methods, see for instance [1] for a unified theoretical treatment of these methods. Therefore, preconditioners used for the solution of systems arising from implicit Runge-Kutta methods should be mentioned as well. Preconditioners based on the W-transformation [9] of the Runge-Kutta coefficient matrix were discussed in [13, 12]. Mardal et al. analyze a block diagonal preconditioner for A-stable Runge-Kutta schemes in [17] and show order-optimality, i.e. no dependency of the condition number on space- and time discretization parameters. However, the suggested preconditioner is not order-optimal with respect to the number of Runge-Kutta stages. In a preceeding publication [22], the same authors showed numerically that this dependency can be weakened by a Gauss-Seidel type preconditioner. We would like to emphasize that in view of the aforementioned similarities between implicit Runge-Kutta and the variational time discretization methods considered in this paper, our results carry over to implicit Runge-Kutta methods as well.

In the present paper we propose a strategy to transform the arising systems such that only decoupled problems of a single (spatially discretized) PDE or a block $2 \times 2$ system at most have to be solved. Hereby, the single system or one block of the system is equivalent to an implicit Euler discretization of the underlying parabolic problem. There is an abundance of efficient solvers like for instance multi-grid to tackle such a problem.

Thus, assuming there is an optimal standard solver for the Euler-discretized problem at hand, it remains to effectively precondition the $2 \times 2$ systems. To this end, we propose a strategy based on the ideas in [5] for preconditioning fourth order (in space) problems. The main ingredient is an inexact factorization of the Schur complement of the $2 \times 2$ system for which uniform bounds with respect to space and time discretization parameters as well as the degree of the method can be proven. In this sense, the approach can be seen as a generalization of a similar Schur complement approach for the $\mathrm{dG}(1)$ method proposed in [25].

Let us define the problem under consideration in more detail. Consider the following parabolic equation on a given time interval $I:=(0, T)$ and a bounded domain $\Omega \subset \mathbb{R}^{d}, d \in\{2,3\}$ : Find $u: I \times \Omega \rightarrow \mathbb{R}$ such that

$$
\left.\begin{array}{rlrl}
\partial_{t} u(t, \mathbf{x})-\nabla \cdot(\mathbf{D}(\mathbf{x}) \nabla u(t, \mathbf{x}))+\mathbf{w}(\mathbf{x}) \cdot \nabla u(t, \mathbf{x}) & =f(t, \mathbf{x}) & & \text { in } I \times \Omega  \tag{1.1}\\
u & =0 & & \text { on } I \times \partial \Omega \\
u(0) & =u_{0} & & \text { in } \Omega .
\end{array}\right\}
$$

Assume that $\mathbf{D}_{i, j}, \mathbf{w}_{i} \in L^{\infty}\left((0, T), L^{\infty}(\Omega)\right), i, j=1, \ldots, d$ and that the coefficient matrix $\mathbf{D}$ is symmetric and uniformly positive definite.

For the ease of notation we restrict ourselves to homogeneous Dirichlet boundary conditions, the extension to more general boundary conditions is straightforward.

We will use a weak formulation of equation (1.1) in both space and time. For that purpose, we consider the space of square integrable functions $L^{2}(\Omega)$, the Sobolev space of once weakly differentiable functions $\mathbb{V}:=H_{0}^{1}(\Omega)=\left\{u \in H^{1}(\Omega): u_{\mid \partial \Omega}=0\right\}$, its dual space $\mathbb{V}^{*}=H^{-1}(\Omega)$ and the bilinear form $a: \mathbb{V} \times \mathbb{V} \rightarrow \mathbb{R}$ :

$$
\begin{equation*}
a(u, v):=\int_{\Omega} \mathbf{D} \nabla u \cdot \nabla v+\mathbf{w} \cdot \nabla u v \mathrm{~d} x . \tag{1.2}
\end{equation*}
$$

Furthermore, we define the parabolic function space

$$
\begin{equation*}
X:=\left\{v \in L^{2}((0, T), \mathbb{V}): \partial_{t} v \in L^{2}\left((0, T), \mathbb{V}^{*}\right)\right\} \tag{1.3}
\end{equation*}
$$

With these notations problem (1.1) can be restated in a weak setting as follows: let $f \in$ $L^{2}\left((0, T), \mathbb{V}^{*}\right)$ and $u_{0} \in L^{2}(\Omega)$ be given. Find $u \in X$ such that

$$
\begin{equation*}
\int_{0}^{T}\left\langle\partial_{t} u, v\right\rangle \mathrm{d} t+\int_{0}^{T} a(u, v) \mathrm{d} t+(u(0), v(0))=\int_{0}^{T}\langle f, v\rangle \mathrm{d} t+\left(u_{0}, v(0)\right) \tag{1.4}
\end{equation*}
$$

for all $v \in X$.
Here, $(\cdot, \cdot)$ denotes the $L^{2}$-inner product and $\langle\cdot, \cdot\rangle$ is the duality pairing on $\mathbb{V}$. Existence and uniqueness of a weak solution can be proved (see e.g. [7]). In particular, since $X \hookrightarrow C^{0}\left([0, T], L^{2}(\Omega)\right)$, $v(0) \in L^{2}(\Omega)$ is well defined and the initial condition is also well defined in this sense.

The rest of this paper is organized as follows. Section 2 deals with the variational time discretization of equation (1.4) by a discontinuous Galerkin (dG) method and space discretization by conforming finite elements. For the resulting fully discrete system, an efficient solution strategy is developed in Section 3. We begin by transforming the coupled system into a system of block diagonal form consisting of single blocks of implicit Euler-like problems, and coupled $2 \times 2$ blocks whose efficient treatment is crucial for the overall efficiency of the method. In order to circumvent complex arithmetic, we make use of a preconditioned Schur complement formulation. The occurring ill-conditioned fourth order operator is preconditioned by means of an inexact factorization for which uniform bounds on the condition number can be derived. We touch on numerical realization of the preconditioner and our implementation in Section 4 and conclude with numerical experiments in Section 5.

## 2. Variational time discretization for parabolic partial differential equations

In order to discretize Eq. (1.4) in time, the time interval $I=(0, T)$ is subdivided into $N$ subintervals $I_{n}=\left(t_{n-1}, t_{n}\right]$, where $0=t_{0}<t_{1}<\cdots<t_{N}=T$. The time step size is denoted by $\tau_{n}:=t_{n}-t_{n-1}$.

The general idea of variational time discretization is to approximate the function $u: I \rightarrow \mathbb{V}$ by a piecewise polynomial function $u_{\tau}$ where $u_{\tau \mid I_{n}} \in \mathbb{P}_{k}\left(I_{n}, \mathbb{V}\right)$. To this end, define the space

$$
\begin{equation*}
\mathbb{P}_{k}^{\mathrm{dc}}:=\left\{v \in L^{2}((0, T), \mathbb{V}): v_{\mid I_{n}} \in \mathbb{P}_{k}\left(I_{n}, \mathbb{V}\right) \forall n=1, \ldots, N\right\} \tag{2.1}
\end{equation*}
$$

where

$$
\mathbb{P}_{k}\left(I_{n}, \mathbb{V}\right):=\left\{v: I_{n} \rightarrow \mathbb{V}: v(t)=\sum_{j=0}^{k} w_{j} t^{j} \forall t \in I_{n}, w_{j} \in \mathbb{V} \forall j=0, \ldots, k\right\}
$$

denotes the space of $\mathbb{V}$-valued polynomials of order $k$ in time. For functions $v \in \mathbb{P}_{k}^{\mathrm{dc}}$, we define the jump at $t_{n}$ as follows:

$$
v_{n}^{-}:=\lim _{t \nearrow t_{n}} v(t), \quad v_{n}^{+}:=\lim _{t \backslash t_{n}} v(t), \quad[v]_{n}:=v_{n}^{+}-v_{n}^{-},
$$

where $v_{0}^{-}$is to be understood as $v(0):=v_{0} \in L^{2}(\Omega)$, i.e. given initial data.
2.1. Discontinuous Galerkin methods. The discontinuous Galerkin method of order $k \geq 0$ (denoted by $\mathrm{dG}(\mathrm{k})$ ) to approximate problem (1.4) reads [23]:

For given $u_{\tau}(0)=u_{0}$ and $f \in L^{2}\left((0, T), \mathbb{V}^{*}\right)$, find $u_{\tau} \in \mathbb{P}_{k}^{\mathrm{dc}}$, such that

$$
\begin{align*}
\int_{I_{n}}\left(\partial_{t} u_{\tau}, v\right)+a\left(u_{\tau}, v\right) \mathrm{d} t+\left(\left[u_{\tau}\right]_{n-1}, v_{n-1}^{+}\right)=  \tag{2.2}\\
\int_{I_{n}}(f, v) \mathrm{d} t \quad \forall v \in \mathbb{P}_{k}^{\mathrm{dc}}, \quad 1 \leq n \leq N
\end{align*}
$$

This method is known to be strongly $A$-stable ( $L$-stable) (Chp. 4.1.3, Lemma $3+5$ in [19]). While the method is convergent of order $k+1$ when measured in $\|\cdot\|_{L^{2}((0, T), \mathbb{V})}$, it is super convergent of order $2 k+1$ when only considering the solution at the nodal values $u_{\tau}\left(t_{n}\right)$ (Thm. 12.3, p. 211 in [23]).

Notice that on each time interval $I_{n},\left.u_{\tau}\right|_{I_{n}}$ may be written as

$$
\begin{equation*}
u_{\tau}(t)=\sum_{j=1}^{k+1} u_{n}^{j} \varphi_{n, j}(t) \quad \forall t \in I_{n} \tag{2.3}
\end{equation*}
$$

when $\left\{\varphi_{n, j} \in \mathbb{P}_{k}\left(I_{n}, \mathbb{R}\right), j=1, \ldots, k+1\right\}$ denotes a set of basis vectors for the space $\mathbb{P}_{k}\left(I_{n}, \mathbb{V}\right)$ and $u_{n}^{j} \in \mathbb{V}$. Correspondingly, any test function $v_{j} \in \mathbb{P}_{k}^{\text {dc }}$ can be decomposed on the time interval $I_{n}$ as a sum of terms of the form:

$$
\begin{equation*}
v(x) \varphi(t) \tag{2.4}
\end{equation*}
$$

where $v \in \mathbb{V}$ is constant in time and $\varphi \in \mathbb{P}_{k}\left(I_{n}, \mathbb{R}\right)$.
In order to derive a practical method, a concrete basis of $\mathbb{P}_{k}\left(I_{n}, \mathbb{V}\right)$ has to be specified and the time integrals in Eq. (2.2) need to be replaced by numerical quadrature. To this end, let

$$
\begin{equation*}
\omega_{n, q} \in \mathbb{R}, t_{n, q} \in I_{n}, q=1, \ldots, N_{q} \tag{2.5}
\end{equation*}
$$

denote quadrature weights and quadrature points, respectively, such that the resulting quadrature operator

$$
\begin{gather*}
\mathcal{Q}_{n}: C^{0}\left(\bar{I}_{n}\right) \rightarrow \mathbb{R}, \\
\mathcal{Q}_{n}[p]:=\sum_{q=1}^{N_{q}} \omega_{n, q} p\left(t_{n, q}\right) \tag{2.6}
\end{gather*}
$$

is exact for $p \in \mathbb{P}_{2 k}\left(I_{n}, \mathbb{R}\right)$. In particular, the terms $\left(\partial_{t} u_{\tau}, v\right)$ and $\left(u_{\tau}, v\right)$ are integrated exactly if such a quadrature formula is used.

Replacing the integrals in Eq. (2.2) by numerical quadrature and using a (yet to be specified) basis $\left\{\varphi_{n, j}, j=1, \ldots, k+1\right\}$ of $\mathbb{P}_{k}\left(I_{n}, \mathbb{V}\right)$ leads to the following time-discrete formulation of our problem on each time interval $I_{n}$ :

Let $n \in\{1, \ldots N\}$. For given $\left.u_{\tau}\right|_{I_{n-1}}$ from the previous time step (or initial data if $n=1$ ), find $k+1$ coefficients $u_{n}^{1}, \ldots, u_{n}^{k+1} \in \mathbb{V}$ such that the following equations hold for all $v \in \mathbb{V}$ :

$$
\begin{aligned}
& \sum_{j=1}^{k+1} \gamma_{i, j}\left(u_{n}^{j}, v\right)+\alpha_{i, j} a\left(u_{n}^{j}, v\right)= \\
&\left(u_{n-1}^{-}, v\right) \varphi_{n, i}\left(t_{n-1}\right)+\mathcal{Q}_{n}\left[\langle f(t), v\rangle \varphi_{n, i}(t)\right] \quad \text { for } 1 \leq i \leq k+1,
\end{aligned}
$$

where $\quad \gamma_{i, j}:=\mathcal{Q}_{n}\left[\varphi_{n, j}^{\prime}(t) \varphi_{n, i}(t)\right]+\varphi_{n, j}\left(t_{n-1}\right) \varphi_{n, i}\left(t_{n-1}\right) \quad$ and $\quad \alpha_{i, j}:=\mathcal{Q}_{n}\left[\varphi_{n, j}(t) \varphi_{n, i}(t)\right]$.

## Remarks:

- At this point, it is important to note that by definition the coefficients $\gamma_{i, j}$ and $\alpha_{i, j}$ are computed exactly, due to the assumption that $\mathcal{Q}_{n}$ is exact for $p \in \mathbb{P}_{2 k}\left(I_{n}, \mathbb{R}\right)$.
- Transformation to a fixed reference interval $\hat{I}=(0,1)$ and using standard properties of basis functions and their corresponding reference basis functions $\left\{\hat{\varphi}_{i}\right\}$ on $\hat{I}$ yields

$$
\begin{align*}
\gamma_{i, j} & =\mathcal{Q}_{n}\left[\varphi_{n, j}^{\prime}(t) \varphi_{n, i}(t)\right]+\varphi_{n, j}\left(t_{n-1}\right) \varphi_{n, i}\left(t_{n-1}\right)=\int_{I_{n}} \varphi_{n, j}^{\prime}(t) \varphi_{n, i}(t) \mathrm{d} t+\varphi_{n, j}\left(t_{n-1}\right) \varphi_{n, i}\left(t_{n-1}\right) \\
& =\int_{0}^{1} \hat{\varphi}_{j}^{\prime}(\hat{t}) \hat{\varphi}_{i}(\hat{t}) \mathrm{d} \hat{t}+\hat{\varphi}_{j}(0) \hat{\varphi}_{i}(0)=: \hat{\gamma}_{i, j}, \text { and } \\
\alpha_{i, j} & =\mathcal{Q}_{n}\left[\varphi_{n, j}(t) \varphi_{n, i}(t)\right]=\int_{I_{n}} \varphi_{j}(t) \varphi_{i}(t) \mathrm{d} t=\tau_{n} \int_{0}^{1} \hat{\varphi}_{j}(\hat{t}) \hat{\varphi}_{i}(\hat{t}) \mathrm{d} \hat{t}=: \tau_{n} \hat{\alpha}_{i, j} \tag{2.8}
\end{align*}
$$

for coefficients $\hat{\gamma}_{i, j}$ and $\hat{\alpha}_{i, j}$ which depend on the particular choice of basis functions, but not on $\tau_{n}$.

- Up to now, a basis for the space $\mathbb{P}_{k}\left(I_{n}, \mathbb{V}\right)$ has not been specified yet, the reason being that by construction our preconditioner will be insensitive to the particular choice of basis functions (see the remarks for Lemma 3.1). Following [19], in this paper we choose $\mathcal{Q}_{n}$ to be the $(k+1)$-point right-sided Gauß-Radau formula on $I_{n}=\left(t_{n-1}, t_{n}\right]$, which is exact for $p \in \mathbb{P}_{2 k}$. With this choice, one of the quadrature points is given by $t_{n}$ (denoting $t_{n, k+1}:=t_{n}$ for the sake of simplicity). Correspondingly, we select $k+1$ Lagrange basis functions $\varphi_{n, j}$ fulfilling

$$
\begin{equation*}
\varphi_{n, j}\left(t_{n, i}\right)=\delta_{i j}, \quad 1 \leq i, j \leq k+1 \tag{2.9}
\end{equation*}
$$

at the time quadrature nodes $t_{n, i} \in I_{n}, i=1, \ldots, k+1$. Since $t_{n}=t_{n, k+1}$, this leads to the property that $u_{\tau}\left(t_{n}\right)=u_{n}^{k+1}$.
2.2. Space discretization and fully discrete problem. In order to derive a fully discrete scheme let us denote by $\mathbb{V}_{h} \subset \mathbb{V}$ a conforming finite element space. On $\mathbb{V}_{h}$, we introduce the operator $A_{h}: \mathbb{V}_{h} \rightarrow \mathbb{V}_{h}$ and the identity operator $I_{h}: \mathbb{V}_{h} \rightarrow \mathbb{V}_{h}$ by:

$$
\begin{align*}
\left(A_{h} u_{h}, v_{h}\right) & =a\left(u_{h}, v_{h}\right) \quad \forall u_{h}, v_{h} \in \mathbb{V}_{h},  \tag{2.10}\\
\left(I_{h} u_{h}, v_{h}\right) & =\left(u_{h}, v_{h}\right) \quad \forall u_{h}, v_{h} \in \mathbb{V}_{h} . \tag{2.11}
\end{align*}
$$

On each time interval $I_{n}$, we can now define our fully discrete problem based on Eq. (2.7) as a matrix valued problem on $\mathbb{V}_{h}$. To this end we introduce the operator-valued system matrices

$$
\mathbf{G}_{h}:=\left(\begin{array}{ccc}
\gamma_{1,1} I_{h} & \ldots & \gamma_{1, k+1} I_{h}  \tag{2.12}\\
\vdots & \ddots & \vdots \\
\gamma_{k+1,1} I_{h} & \ldots & \gamma_{k+1, k+1} I_{h}
\end{array}\right), \quad \mathbf{B}_{h}:=\left(\begin{array}{ccc}
\alpha_{1,1} A_{h} & \ldots & \alpha_{1, k+1} A_{h} \\
\vdots & \ddots & \vdots \\
\alpha_{k+1,1} A_{h} & \ldots & \alpha_{k+1, k+1} A_{h}
\end{array}\right)
$$

and the right hand side vector

$$
\mathbf{F}_{h}:=\left(\begin{array}{c}
\left(u_{n-1}^{-}, v\right) \varphi_{n, 1}\left(t_{n-1}\right)+\mathcal{Q}_{n}\left[\langle f(t), v\rangle \varphi_{n, 1}(t)\right]  \tag{2.13}\\
\vdots \\
\left(u_{n-1}^{-}, v\right) \varphi_{n, k+1}\left(t_{n-1}\right)+\mathcal{Q}_{n}\left[\langle f(t), v\rangle \varphi_{n, k+1}(t)\right]
\end{array}\right) .
$$

The fully discrete solution $\mathbf{U}_{h}=\left(\begin{array}{lll}u_{h}^{1}, & \ldots & , u_{h}^{k+1}\end{array}\right)^{T} \in\left(\mathbb{V}_{h}\right)^{k+1}$ on $I_{n}$ can now be computed from solving the following problem:

Let $\left.u_{\tau}\right|_{I_{n-1}}$ be given from the previous time step or initial data, find $\boldsymbol{U}_{h} \in\left(\mathbb{V}_{h}\right)^{k+1}$ such that

$$
\begin{equation*}
\left(\mathbf{G}_{h}+\mathbf{B}_{h}\right) \mathbf{U}_{h}=\mathbf{F}_{h} \tag{2.14}
\end{equation*}
$$

## 3. An efficient solution strategy for the coupled system

This section is concerned with the main objective of this paper, namely with deriving an efficient solution strategy for the coupled problem (2.14).
3.1. Transformation to block-diagonal form. In what follows, let the following tensor product notation hold for $\mathbf{C} \in \mathbb{R}^{r \times r}, r \in \mathbb{N}$ and an operator $L$ on $\mathbb{V}_{h}$ :

$$
\mathbf{C} \otimes L:=\left(\begin{array}{ccc}
\mathbf{C}_{1,1} L & \ldots & \mathbf{C}_{1, r} L  \tag{3.1}\\
\vdots & \ddots & \vdots \\
\mathbf{C}_{r, 1} L & \ldots & \mathbf{C}_{r, r} L
\end{array}\right) .
$$

Using this notation, problem (2.14) can be recast in the form

$$
\begin{equation*}
\left(\mathbf{g} \otimes I_{h}+\tau_{n} \mathbf{b} \otimes A_{h}\right) \mathbf{U}_{h}=\mathbf{F}_{h} \tag{3.2}
\end{equation*}
$$

where the coefficients matrices $\mathbf{g}, \mathbf{b} \in \mathbb{R}^{k+1 \times k+1}$ are defined as $\mathbf{g}_{i, j}:=\hat{\gamma}_{i, j}$ and $\mathbf{b}_{i, j}:=\frac{1}{\tau_{n}} \alpha_{i, j}=$ $\hat{\alpha}_{i, j}$, with $\hat{\alpha}, \hat{\gamma}$ as in Eq. (2.8). Note that by definition $\mathbf{b}$ and $\mathbf{g}$ do not depend on $\tau_{n}$, but only on the choice of the basis.

Since b is a mass matrix built from linearly independent functions, it is invertible. Then multiplying Eq. (3.2) by $\mathbf{b}^{-1}$ yields

$$
\begin{equation*}
\left(\mathbf{b}^{-1} \mathbf{g} \otimes I_{h}+\tau_{n} \mathbf{1} \otimes A_{h}\right) \mathbf{U}_{h}=\mathbf{b}^{-1} \mathbf{F}_{h} \tag{3.3}
\end{equation*}
$$

One key idea, well-known in the Runge-Kutta community (see for instance [9], Chapter IV.8) due to the pioneering work by Butcher [4], is to transform the matrix $\mathbf{b}^{-1} \mathbf{g}$ into a matrix of simple form, such as diagonal or block diagonal. To this end, for the rest of this paper we make the following assumption:
Assumption 1. Matrix $\boldsymbol{b}^{-1} \boldsymbol{g}$ is diagonalizable.
For convenience the eigenvalues $\lambda_{1}, \ldots, \lambda_{r}, \lambda_{r+1}, \ldots, \lambda_{k+1}$ of $\mathbf{b}^{-1} \mathbf{g}$ may be ordered such that the first $r$ eigenvalues $\lambda_{1}, \ldots, \lambda_{r}$ are real, while the remaining $k-r+1$ eigenvalues are complex. Since these eigenvalues appear as complex conjugates, for the sake of notation we let $\left\{\lambda_{r+1}, \ldots, \lambda_{k+1}\right\}=$ $\left\{\lambda_{r+1}, \bar{\lambda}_{r+1}, \ldots, \lambda_{n}, \bar{\lambda}_{n}\right\}$ for $n=\frac{k-r+1}{2}$, where $\Im\left(\lambda_{i}\right)>0$ and $\Im\left(\bar{\lambda}_{i}\right)<0$ for $r+1 \leq i \leq n$.

Then there exists a real valued transformation matrix $\mathbf{V} \in \mathbb{R}^{k+1 \times k+1}$ such that

$$
\mathbf{V}^{-1}\left(\mathbf{b}^{-1} \mathbf{g}\right) \mathbf{V}=\left(\begin{array}{lll}
\Lambda_{1} & &  \tag{3.4}\\
& \ddots & \\
& & \Lambda_{n}
\end{array}\right)
$$

is block diagonal with $\Lambda_{i}=\lambda_{i}$ for $i \leq r$ and

$$
\Lambda_{i}=\left(\begin{array}{cc}
\alpha_{i} & \beta_{i}  \tag{3.5}\\
-\beta_{i} & \alpha_{i}
\end{array}\right)
$$

where $\alpha_{i}=\Re\left(\lambda_{i}\right)$ and $\beta_{i}=\Im\left(\lambda_{i}\right)$ for $r+1 \leq i \leq n$. Introducing the transformed solution variable $\mathbf{W}_{h}=\mathbf{V}^{-1} \mathbf{U}_{h}$ and multiplying (3.3) by $\mathbf{V}^{-1}$, leads to the equivalent formulation

$$
\begin{equation*}
\mathbf{S}_{h} \mathbf{W}_{h}=\mathbf{V}^{-1} \mathbf{b}^{-1} \mathbf{F}_{h} \tag{3.6}
\end{equation*}
$$

where


We are thus led to the problem of solving a block diagonal system $\mathbf{S}_{h}$ which reduces to solving $r$ standard $1 \times 1$ implicit Euler-like problems, and coupled $2 \times 2$ block systems of the form

$$
\left(\begin{array}{cc}
\alpha I_{h}+\tau_{n} A_{h} & \beta I_{h}  \tag{3.8}\\
-\beta I_{h} & \alpha I_{h}+\tau_{n} A_{h}
\end{array}\right)\binom{w_{1}}{w_{2}}=\binom{f}{g}
$$

whose efficient solution will be subject of the next subsection. Note that due to the block diagonal structure, the solution of the sub-problems (3.8) can be done in parallel.

A crucial point is the sign of the real part $\alpha$ of the eigenvalues. This is clarified in the following lemma.

Lemma 3.1. Let $\lambda$ be an eigenvalue of the matrix $\boldsymbol{b}^{-1} \boldsymbol{g}$. Then it holds

$$
\Re(\lambda) \geq 0
$$

Proof. By definition of $\mathbf{b}$ and $\mathbf{g}, \lambda$ is an eigenvalue iff there exists $v \in \mathbb{P}_{k}([0,1], \mathbb{C})$ with $\int_{0}^{1}|v(\hat{t})|^{2} d \hat{t}=$ 1 and

$$
\int_{0}^{1} v^{\prime}(\hat{t}) \bar{w}(\hat{t}) d \hat{t}+(v \bar{w})(0)=\lambda \int_{0}^{1} v(\hat{t}) \bar{w}(\hat{t}) d \hat{t}
$$

for all $w \in \mathbb{P}_{k}([0,1], \mathbb{C})$. Here, $\bar{w}$ denotes the complex conjugate of $w$. Integrating by parts yields

$$
\int_{0}^{1} v^{\prime}(\hat{t}) \bar{w}(\hat{t}) d \hat{t}+(v \bar{w})(0)=-\int_{0}^{1} v(\hat{t}) \bar{w}^{\prime}(\hat{t}) d \hat{t}+(v \bar{w})(1)
$$

Adding the left side and the complex conjugate of the right side gives

$$
\int_{0}^{1} v^{\prime}(\hat{t}) \bar{w}(\hat{t})-\bar{v}(\hat{t}) w^{\prime}(\hat{t}) d \hat{t}+[(v \bar{w})(0)+(\bar{v} w)(1)]=\lambda \int_{0}^{1} v(\hat{t}) \bar{w}(\hat{t}) d \hat{t}+\bar{\lambda} \int_{0}^{1} \bar{v}(\hat{t}) w(\hat{t}) d \hat{t}
$$

Setting $w:=v$ yields

$$
0 \leq|v(0)|^{2}+|v(1)|^{2}=2 \Re(\lambda) .
$$

Remarks:

- As already mentioned earlier, the proof of the above lemma also showed that the eigenvalues of $\mathbf{b}^{-1} \mathbf{g}$ are independent of the specific choice of the basis for $\mathbb{P}_{k}\left(I_{n}, \mathbb{V}\right)$.
- The authors failed to prove that Assumption 1 is fulfilled for all $k \in \mathbb{N}$. However, computational tests clearly showed that the assumption is fulfilled for all $N \leq 50$, which is far beyond practical needs. A similar result was reported in [20], and the question of diagonalizability of the matrix $\mathbf{b}^{-1} \mathbf{g}$ seems to remain open.
- Note that Assumption 1 is not really needed. Our strategy outlined below would also apply to the general situation. In this case one would have to replace transformation Eq. (3.4) by a real Schur transformation, i.e. a transformation into a block tridiagonal form, see [8]. Of course it is more convenient and more effective to work with a block diagonal structure.
3.2. Solving the $2 \times 2$ block system by a preconditioned Schur complement formulation. The solution of the $2 \times 2$ block system (3.8) can be achieved in numerous ways. In this paper, we will make use of a Schur complement formulation: by block elimination, first $w_{2}$ is obtained by solving

$$
\begin{equation*}
S_{h} w_{2}=\beta f+\left(\alpha I_{h}+\tau_{n} A_{h}\right) g, \text { where } S_{h}=\left(\alpha I_{h}+\tau_{n} A_{h}\right)^{2}+\beta^{2} I_{h} \tag{3.9}
\end{equation*}
$$

and then $w_{1}$ is determined from $\left(\alpha I_{h}+\tau_{n} A_{h}\right) w_{1}=f-\beta w_{2}$. Clearly, the performance of the entire process will depend on how efficient the Schur complement equation (3.9) can be solved, and some remarks seem to be in order.
Remarks:

- If $A_{h}$ is symmetric positive definite, then also the Schur complement operator $S_{h}$ is symmetric positive definite, and solvers exploiting this fact can be used (for instance, CG). It is worth pointing out that the block system (3.8) does not possess this property since it has saddle point structure.
- $S_{h}$ is a (discretized) fourth order differential operator, which means that the conditioning of problem (3.9) will be, in general, even worse than that of problem (3.8).
- An efficient solution strategy for (3.9) using iterative solvers will only be possible with a suitable preconditioner that will be constructed in this section.
The preconditioner for (3.9) is based on ideas developed for a class of fourth order problems presented and analyzed in [5]. The main ingredient is an inexact factorization of the Schur complement operator $S_{h}$, for which uniform bounds can be proved. A corresponding preconditioner for the special case of $\mathrm{dG}(1)$ and $\mathrm{cGP}(2)$ time discretizations was already presented in [25]. Note that an exact factorization for $S_{h}$ is also possible, but leads to complex-valued equations, as pointed out in [18].

The preconditioner will be derived from and analyzed under the assumption that $A_{h}$ is symmetric, positive definite. We will later show numerically that the performance of the preconditioner does not degenerate when this assumption is violated. Consider the symmetric left-right preconditioned operator

$$
\begin{equation*}
P_{h}(\mu):=\left(\mu I_{h}+\tau_{n} A_{h}\right)^{-1} S_{h}\left(\mu I_{h}+\tau_{n} A_{h}\right)^{-1} \tag{3.10}
\end{equation*}
$$

where $\mu>0$ denotes a yet to be specified parameter. Note that the spectrum of $\mu I_{h}+\tau_{n} A_{h}$ is given by

$$
\begin{equation*}
\sigma\left(\mu I_{h}+\tau_{n} A_{h}\right)=\left\{\mu+\lambda: 0 \leq \lambda \in \sigma\left(\tau_{n} A_{h}\right)\right\} \subset(\mu, \infty) \tag{3.11}
\end{equation*}
$$

Therefore, for fixed $\lambda \in \sigma\left(\tau_{n} A_{h}\right)$, the corresponding eigenvalue $\tilde{\lambda}$ of the preconditioned operator $P_{h}(\mu)$ reads:

$$
\begin{equation*}
\tilde{\lambda}_{\mu}(\lambda)=\frac{(\alpha+\lambda)^{2}+\beta^{2}}{(\mu+\lambda)^{2}} . \tag{3.12}
\end{equation*}
$$

In order to highlight the role of the parameter $\mu$ let us first assume that $\mu=\alpha$. Then

$$
\begin{equation*}
\tilde{\lambda}_{\alpha}(\lambda)=1+\frac{\beta^{2}}{(\alpha+\lambda)^{2}} \tag{3.13}
\end{equation*}
$$

and since $\tilde{\lambda}$ is monotonously decreasing in $\lambda$, we have

$$
\begin{array}{r}
\sup _{\xi \in \sigma\left(A_{h}\right)} \tilde{\lambda}_{\alpha}(\xi) \leq \tilde{\lambda}_{\alpha}(0)=1+\frac{\beta^{2}}{\alpha^{2}} \\
\inf _{\xi \in \sigma\left(A_{h}\right)} \tilde{\lambda}_{\alpha}(\xi) \geq \lim _{\lambda \rightarrow \infty} \tilde{\lambda}_{\alpha}(\lambda)=1 \tag{3.15}
\end{array}
$$

and consequently $\sigma\left(P_{h}(\alpha)\right) \subset\left(1,1+\frac{\beta^{2}}{\alpha^{2}}\right)$. Hence, the condition number of the preconditioned operator $P_{h}(\alpha)$ is bounded by

$$
\begin{equation*}
\kappa\left(P_{h}(\alpha)\right) \leq 1+\frac{\beta^{2}}{\alpha^{2}} . \tag{3.16}
\end{equation*}
$$

Note that this bound is already insensitive to spatial discretization (e.g. mesh size) and time step size parameters. However, $\alpha$ and $\beta$ still depend on the temporal basis. Experimental results show (see Figure 3.2) that for increasing polynomial degree $k$, the ratio $\frac{\beta^{2}}{\alpha^{2}}$ increases as well. Consequently, we aim at finding a parameter $\mu$ which resolves this dependency and leads to uniform bounds.

We first note that

$$
\begin{equation*}
\frac{d}{d \lambda} \tilde{\lambda}_{\mu}(\lambda)=\frac{2}{(\mu+\lambda)^{3}}\left[(\alpha+\lambda)(\mu-\alpha)-\beta^{2}\right] \tag{3.17}
\end{equation*}
$$

which means that $\tilde{\lambda}_{\mu}$ is monotonously decreasing in $\lambda$ if $\mu \leq \alpha$. Therefore, in this case, $\kappa\left(P_{h}(\mu)\right) \leq$ $\frac{\tilde{\lambda}_{\mu}(0)}{\lim _{\lambda \rightarrow \infty} \tilde{\lambda}_{\mu}(\lambda)} \leq \frac{\tilde{\lambda}_{\mu}(0)}{1}=\frac{\alpha^{2}+\beta^{2}}{\mu^{2}}$, which is minimal if $\mu=\alpha$ and would result in the non optimal bound (3.16).

For $\mu \geq \alpha$ we are interested in extremal points of $\tilde{\lambda}_{\mu}(\lambda)$. It is easy to check that

$$
\begin{align*}
\frac{d}{d \lambda} \tilde{\lambda}_{\mu}\left(\lambda^{*}\right) & =0 \Leftrightarrow \lambda^{*}=\frac{\beta^{2}}{\mu-\alpha}-\alpha, \text { and }  \tag{3.18}\\
\lambda^{*} & \geq 0 \Leftrightarrow \mu \leq \alpha+\frac{\beta^{2}}{\alpha}, \tag{3.19}
\end{align*}
$$

and, since $A_{h}$ was assumed to be positive definite, we need to check the behavior of $\tilde{\lambda}_{\mu}(\lambda)$ for $\alpha \leq \mu \leq \alpha+\frac{\beta^{2}}{\alpha}$. In this case, we have

$$
\begin{equation*}
\tilde{\lambda}_{\mu}(0)=\frac{\alpha^{2}+\beta^{2}}{\mu^{2}}, \quad \lim _{\lambda \rightarrow \infty} \tilde{\lambda}_{\mu}(\lambda)=1 \quad \text { and } \quad \tilde{\lambda}_{\mu}\left(\lambda^{*}\right)=\frac{\beta^{2}}{\beta^{2}+(\mu-\alpha)^{2}} \leq 1 \tag{3.20}
\end{equation*}
$$

Direct computation shows that $\tilde{\lambda}_{\mu}(0) \geq \tilde{\lambda}_{\mu}\left(\lambda^{*}\right)$ and therefore the condition number of $P_{h}(\mu)$ can be estimated by

$$
\begin{equation*}
\kappa\left(P_{h}(\mu)\right) \leq \frac{\max \left(1, \tilde{\lambda}_{\mu}(0)\right)}{\tilde{\lambda}_{\mu}\left(\lambda^{*}\right)} \tag{3.21}
\end{equation*}
$$

We need to distinguish between two cases: $\tilde{\lambda}_{\mu}(0) \leq 1$ and $\tilde{\lambda}_{\mu}(0)>1$. The first case requires $\mu^{2} \geq \alpha^{2}+\beta^{2}$ and yields

$$
\begin{equation*}
\kappa\left(P_{h}(\mu)\right) \leq \frac{1}{\tilde{\lambda}_{\mu}\left(\lambda^{*}\right)}=1+\frac{(\mu-\alpha)^{2}}{\beta^{2}} . \tag{3.22}
\end{equation*}
$$

For the second case,

$$
\begin{equation*}
\kappa\left(P_{h}(\mu)\right) \leq \frac{\tilde{\lambda}_{\mu}(0)}{\tilde{\lambda}_{\mu}\left(\lambda^{*}\right)}=\frac{\alpha^{2}+\beta^{2}}{\beta^{2}} \frac{\beta^{2}+(\mu-\alpha)^{2}}{\mu^{2}} \tag{3.23}
\end{equation*}
$$

which is monotonously decreasing in $\mu$ for $\mu^{2}<\alpha^{2}+\beta^{2}$. Both cases (3.22) and (3.23) yield that $\kappa\left(P_{h}(\mu)\right)$ is minimized when

$$
\begin{equation*}
\mu^{*}=\sqrt{\alpha^{2}+\beta^{2}} \tag{3.24}
\end{equation*}
$$

which finally gives

$$
\begin{equation*}
\kappa\left(P_{h}\left(\mu^{*}\right)\right) \leq 1+\frac{\left(\mu^{*}-\alpha\right)^{2}}{\beta^{2}}=2-2 \frac{\alpha}{\beta^{2}}\left(\sqrt{\alpha^{2}+\beta^{2}}-\alpha\right) \tag{3.25}
\end{equation*}
$$

The remaining case $\mu \geq \alpha+\frac{\beta^{2}}{\alpha}$ leads to non optimal bounds, since from (3.17) one concludes that $\tilde{\lambda}_{\mu}$ is monotonously increasing in $\lambda$, and therefore

$$
\kappa\left(P_{h}(\mu)\right)=\frac{\lim _{\lambda \rightarrow \infty} \tilde{\lambda}_{\mu}(\lambda)}{\tilde{\lambda}_{\mu}(0)}=\frac{\mu^{2}}{\alpha^{2}+\beta^{2}} \geq 1+\frac{\beta^{2}}{\alpha^{2}}
$$

For the optimal parameter $\mu^{*}$ we have thus obtained the following estimate:

Proposition 3.2. Let $A_{h}$ be symmetric and positive definite. For $\alpha \geq 0, \beta \in \mathbb{R}$ given, let $\mu_{\mathrm{opt}}:=\sqrt{\alpha^{2}+\beta^{2}}$. Then the preconditioned operator $P_{h}\left(\mu_{\mathrm{opt}}\right)$ has condition number

$$
\begin{equation*}
\kappa\left(P_{h}\left(\mu_{\mathrm{opt}}\right)\right) \leq 2-2 \frac{\alpha}{\beta^{2}}\left(\sqrt{\alpha^{2}+\beta^{2}}-\alpha\right) \leq 2 . \tag{3.26}
\end{equation*}
$$

For the sake of brevity, we will always write $\mu_{\mathrm{opt}}$ to refer to the optimal value $\mu_{\mathrm{opt}}=\sqrt{\alpha^{2}+\beta^{2}}$ for each block in (3.6), and will not distinguish between $\mu_{\mathrm{opt}}$ for different blocks, time discretization methods or temporal polynomial degrees $k$.

This subsection is finished by a numerical experiment, indicating that the bounds (3.16) and (3.26) are sharp in the sense that $\kappa\left(P_{h}(\mu)\right)$ is unbounded in the polynomial degree $k$ for $\mu=\alpha$ but remains bounded for $\mu=\mu_{\mathrm{opt}}$. To this end, consider $\mathrm{dG}(\mathrm{k})$ and compute the eigenvalues $\lambda_{i}$ of the


Figure 1. Condition numbers of the preconditioned operators $P_{h}(\alpha)$ and $P_{h}(\mu)$ for increasing polynomial degree $k$ together with their theoretical bounds given in (3.16), (3.26).
corresponding coefficient matrix $\mathbf{b}^{-1} \mathbf{g}$. The maximum condition numbers of the preconditioned Schur complement operators $P_{h}(\alpha)$ and $P_{h}\left(\mu_{\mathrm{opt}}\right)$ corresponding to each block are evaluated both from a priori estimates (3.16), (3.26), and from a fully discretized 1d numerical example (i.e., a concrete discrete operator $\tau_{n} A_{h}$ corresponding to certain mesh size and time step size parameters, see Section 5.3 .1 for details). The latter is done by using the MATLAB function cond(). The results are depicted in Figure 3.2. Clearly, increasing the temporal polynomial degree $k$ leads to an increase of the condition number of $P_{h}(\alpha)$, while it stays bounded for $P_{h}\left(\mu_{\mathrm{opt}}\right)$ indicating the optimality of the preconditioner with respect to all parameters.

## 4. Numerical realization

In this chapter we elaborate on the choice of a concrete finite element space and comment on our implementation.
4.1. Choice of finite element spaces. Note that except for conformity ( $\mathbb{V}_{h} \subset \mathbb{V}$ ) so far no special restriction on the finite element space was assumed. This makes our preconditioner suitable for a broad class of finite element discretizations.

In our numerical realization, a standard polynomial ansatz on simplicial elements is chosen. To this end, let $\mathcal{T}_{h}$ be a conforming triangulation of $\Omega$, and define the space of continuous, piecewise polynomial functions on $\Omega$ :

$$
\begin{equation*}
\mathbb{V}_{h}=\mathbb{V}_{h, m}:=\left\{v \in C^{0}(\Omega): v_{\mid T} \in \mathbb{P}_{m}(T, \mathbb{R}) \forall T \in \mathcal{T}_{h}\right\} \tag{4.1}
\end{equation*}
$$

For a basis $\varphi_{i}, i=1, \ldots, n_{\text {dof }}$ of $\mathbb{V}_{h, m}$, define the mass matrix, stiffness matrix, and right-hand sides by

$$
\begin{array}{rlrl}
\mathbf{M}_{i j} & =\left(\varphi_{j}, \varphi_{i}\right) & i, j=1, \ldots, n_{\mathrm{dof}} \\
\mathbf{A}_{i j} & =a\left(\varphi_{j}, \varphi_{i}\right) & i, j=1, \ldots, n_{\mathrm{dof}} \\
\mathbf{F}_{i} & =\left(f, \varphi_{i}\right) & i & =1, \ldots, n_{\mathrm{dof}} \\
\mathbf{G}_{i} & =\left(g, \varphi_{i}\right) & & i=1, \ldots, n_{\mathrm{dof}},
\end{array}
$$

respectively, and also, for a parameter $\theta$, the matrix

$$
\begin{equation*}
\mathbf{A}_{\theta}=\theta \mathbf{M}+\tau_{n} \mathbf{A} . \tag{4.6}
\end{equation*}
$$

With the above defined matrices $\mathbf{M}, \mathbf{A}, \mathbf{A}_{\theta}$ and vectors $\mathbf{F}, \mathbf{G}$ it holds:

$$
\begin{align*}
\left(I_{h} U_{h}, \varphi_{l}\right) & =\left(U_{h}, \varphi_{l}\right)=(\mathbf{M} U)_{l},  \tag{4.7}\\
\left(A_{h} U_{h}, \varphi_{l}\right) & =a\left(U_{h}, \varphi_{l}\right)=(\mathbf{A} U)_{l},  \tag{4.8}\\
\left(\left(\theta I_{h}+\tau_{n} A_{h}\right) U_{h}, \varphi_{l}\right) & =\theta\left(U_{h}, \varphi_{l}\right)+\tau_{n} a\left(U_{h}, \varphi_{l}\right)=\left(\mathbf{A}_{\theta} U\right)_{l},  \tag{4.9}\\
\left(f, \varphi_{l}\right) & =\mathbf{F}_{l},  \tag{4.10}\\
\left(g, \varphi_{l}\right) & =\mathbf{G}_{l} \tag{4.11}
\end{align*}
$$

for $l=1, \ldots, n_{\text {dof }}$, where $U \in \mathbb{R}^{n_{\text {dof }}}, U=\left(U_{i}\right)_{i=1, \ldots, n_{\text {dof }}}$ is the coefficient vector of $U_{h} \in \mathbb{V}_{h, k}$.
To derive the matrix-vector equation that corresponds to the operator equation (3.9) in $\mathbb{V}_{h}$ we explain at first the isomorphism $r_{m}: \mathcal{L}\left(\mathbb{V}_{h}, \mathbb{V}_{h}\right) \rightarrow \mathbb{R}^{N \times N}, N=n_{\text {dof }}$, that assigns to a linear operator $A: \mathbb{V}_{h} \rightarrow \mathbb{V}_{h}$ its matrix representation $r_{m}(A) \in \mathbb{R}^{N \times N}$ in the following way (see [5]): Let $r_{v}: \mathbb{V}_{h} \rightarrow \mathbb{R}^{N}$ denote the finite element isomorphism that assigns to a function $U_{h} \in \mathbb{V}_{h}$ its nodal vector representation $U=r_{v}\left(U_{h}\right) \in \mathbb{R}^{N}$. Then, the matrix representation $r_{m}(A) \in \mathbb{R}^{N \times N}$ is defined by the property

$$
r_{v}\left(A U_{h}\right)=r_{m}(A) r_{v}\left(U_{h}\right) \quad \forall U_{h} \in \mathbb{V}_{h}
$$

If we define as above the matrix $\mathbf{M} \in \mathbb{R}^{N \times N}$ and the matrix $\mathbf{A} \in \mathbb{R}^{N \times N}$ assigned to $A$ by means of $\mathbf{A}_{k j}:=\left(A \varphi_{j}, \varphi_{k}\right)$ for all $k, j=1, \ldots, N$, we can show that $r_{m}(A)=\mathbf{M}^{-1} \mathbf{A}$. For two operators $A_{1}, A_{2}$ with corresponding matrices $\mathbf{A}_{1}, \mathbf{A}_{2}$ we get $r_{m}\left(A_{1} A_{2}\right)=\mathbf{M}^{-1} \mathbf{A}_{1} \mathbf{M}^{-1} \mathbf{A}_{2}$. Now, using the fact that $r_{v}(g)=\mathbf{M}^{-1} \mathbf{G}$ and the analog for $f$, we get that the operator equation (3.9) for $U_{h} \in \mathbb{V}_{h}$ is equivalent to the following matrix-vector equation for the nodal vector $W_{2}=r_{v}\left(w_{2}\right) \in \mathbb{R}^{N}$ :

$$
\begin{equation*}
\left(\mathbf{M}^{-1} \mathbf{A}_{\alpha} \mathbf{M}^{-1} \mathbf{A}_{\alpha}+\beta^{2} \mathbf{I}\right) W_{2}=\beta \mathbf{M}^{-1} \mathbf{F}+\mathbf{M}^{-1} \mathbf{A}_{\alpha} \mathbf{M}^{-1} \mathbf{G} \tag{4.12}
\end{equation*}
$$

or, by multiplying by $\mathbf{M}$ to save unnecessary inversions of $\mathbf{M}$,

$$
\begin{equation*}
\left(\mathbf{A}_{\alpha} \mathbf{M}^{-1} \mathbf{A}_{\alpha}+\beta^{2} \mathbf{M}\right) W_{2}=\beta \mathbf{F}+\mathbf{A}_{\alpha} \mathbf{M}^{-1} \mathbf{G} \tag{4.13}
\end{equation*}
$$

Correspondingly, the left and right sided preconditioner components have the matrix representation

$$
\begin{equation*}
\mathbf{A}_{\mu_{\mathrm{opt}}}=\mu_{\mathrm{opt}} \mathbf{M}+\tau_{n} \mathbf{A} \tag{4.14}
\end{equation*}
$$

Note that an operator $A_{h}$ has the same eigenvalues as its matrix representation $r_{m}\left(A_{h}\right)$ such that the results of Section 3 on the preconditioning can be applied to the iterative solution of the corresponding matrix-vector equation (4.13) directly.

In the case of a symmetric operator $A_{h}$, the solution of equation (4.13) can be done using the preconditioned Conjugate Gradient method (PCG). A pseudocode variant containing the operators from our setting is shown in Algorithm 1.

Remark: The main numerical effort of Algorithm 1 lies in the evaluation of the preconditioner $\left(\mu_{\text {opt }} \mathbf{M}+\tau_{n} \mathbf{A}\right)^{-1}$. This evaluation corresponds to solving one step of the implicit Euler method with time step size $\frac{\tau_{n}}{\mu_{\mathrm{opt}}}$. This problem is very well studied and can be solved efficiently with many methods, e.g. multigrid methods, Krylov subspace methods etc. Additionally, one inversion of the mass matrix $\mathbf{M}$ is necessary per application of the preconditioner, a problem that can be tackled efficiently by the aforementioned methods.
4.2. Implementation. The implementation was done using the MATLAB based finite element toolbox FELICITY [24]. FELICITY offers linear and quadratic finite elements on unstructured simplicial grids in 1, 2 and 3 space dimensions. To allow for fair comparisons and having full control over termination criteria of the linear solvers, we did not use the MATLAB built-in iterative solvers pcg and bicg to realize Alg. 1, but relied on handcrafted versions instead.

The eigenvalues of the matrix $\mathbf{b}^{-1} \mathbf{g}$ and the transformation matrix $\mathbf{V}$ were directly obtained from MATLAB (only once at the beginning of each computation) and each Schur complement problem 3.9 was solved using Alg. 1.

As termination criterion for Alg. 1, we prescribed a relative tolerance tol $=1 e-10$. The application of the preconditioner (i.e. evaluation of $\mathbf{A}_{\mathrm{opt}}^{-1}$ and $\mathbf{M}^{-1}$ in Alg. 1) was done using the MATLAB operator $\backslash$.

```
Algorithm 1 PCG for the Schur complement equation (4.13)
Require: Parameters \(\alpha, \beta\), right hand side vectors \(\mathbf{F}, \mathbf{G}\) and initial guess \(x_{0}\)
    \(\omega_{\text {opt }} \leftarrow \sqrt{\alpha^{2}+\beta^{2}} \quad \triangleright\) Compute optimal parameter for preconditioner
    \(x \leftarrow x_{0} \quad \triangleright\) Initial guess
    \(\mathbf{S} \leftarrow \mathbf{A}_{\alpha} \mathbf{M}^{-1} \mathbf{A}_{\alpha}+\beta^{2} \mathbf{M} \quad \triangleright\) Define Schur complement operator
    \(\mathbf{A}_{\text {opt }} \leftarrow \omega_{\text {opt }} \mathbf{M}+\tau_{n} \mathbf{A} \quad \triangleright\) Define preconditioner
    \(b \leftarrow\left(\beta \mathbf{F}+\mathbf{A}_{\alpha} \mathbf{M}^{-1} \mathbf{G}\right) \quad \triangleright\) Compute right-hand side
    \(r_{0} \leftarrow r \leftarrow \mathbf{S} x-b \quad \triangleright\) Compute initial residual
    \(h \leftarrow \mathbf{A}_{\text {opt }}^{-1} \mathbf{M A}_{\text {opt }}^{-1} r_{0} \quad \triangleright\) Compute preconditioned residual
    \(d \leftarrow h\)
    loop
            \(\beta \leftarrow \frac{1}{\langle r, h\rangle}\)
            \(z \leftarrow \mathbf{S} d \downarrow \quad \triangleright\) Apply operator
            \(\alpha \leftarrow \frac{\langle r, h\rangle}{\langle d, z\rangle}\)
            \(x \leftarrow x+\alpha d \quad \triangleright\) Update solution
            \(r \leftarrow r-\alpha z \quad \triangleright\) Update residual
            return if \(\|r\| /\left\|r_{0}\right\|<\) tol
            \(h \leftarrow \mathbf{A}_{\text {opt }}^{-1} \mathbf{M} \mathbf{A}_{\text {opt }}^{-1} r \quad \triangleright\) Compute preconditioned residual
            \(\beta \leftarrow \beta\langle r, h\rangle\)
            \(d \leftarrow h+\beta d \quad \triangleright\) Update search direction
    end loop
    return \(x\)
                                    \(\triangleright W_{2} \leftarrow x\), solution to (4.13)
```


## 5. Numerical Results

In this chapter we demonstrate the efficiency and stability of our preconditioner on a number of test problems which are introduced in the following.
5.1. Test problems. As a first test of our implementation, we consider the following 1d problem with time independent coefficients: Let $\Omega=(0,1) \subset \mathbb{R}$ and $I=(0,1)$.

Problem 1 (P1). Find $u$ such that

$$
\begin{array}{r}
\partial_{t} u-\Delta u=f \quad \text { in } I \times \Omega, \\
u=0 \quad \text { on } I \times \partial \Omega, \tag{5.1}
\end{array}
$$

where

$$
\begin{equation*}
f(t, x):=10 \pi \cos (10 \pi t) x(1-x)+2 \sin (10 \pi t) \tag{5.2}
\end{equation*}
$$

The exact solution to this problem is given by

$$
\begin{equation*}
u(t, x)=\sin (10 \pi t) x(1-x) . \tag{5.3}
\end{equation*}
$$

Remark: Note that for fixed $t$, both solution and right hand side are contained in the ansatz space if second order polynomials are used for space discretization. This means that no spatial error contribution is to be expected, and the error of the fully discrete solution will be due to time discretization only.

Our second problem addresses the performance of the preconditioner when applied to anisotropic diffusion problems in 2 d . We consider the 2 d unit disk $\Omega=B_{1}(0) \subset \mathbb{R}^{2}$, a time interval $I=(0,1)$ and pose the following problem:

Problem 2 (P2). Given a parameter $\delta>0$, find $u$ such that

$$
\begin{array}{rlr}
\partial_{t} u-\nabla \cdot\left(\boldsymbol{D}_{\delta} \nabla u\right) & =0 & \text { in } I \times \Omega, \\
u & =0 & \text { on } I \times \partial \Omega,  \tag{5.4}\\
u(0, \cdot) & =u_{0} & \text { on } \Omega,
\end{array}
$$

where

$$
\boldsymbol{D}_{\delta}(\mathbf{x})=\boldsymbol{R}_{\theta}\left(\begin{array}{ll}
1 & 0 \\
0 & \delta
\end{array}\right) \boldsymbol{R}_{\theta}^{-1} \quad \text { for } \quad \boldsymbol{R}_{\theta}=\left(\begin{array}{cc}
\cos (\theta) & \sin (\theta) \\
-\sin (\theta) & \cos (\theta)
\end{array}\right)
$$

$\theta=40^{\circ}$ and the initial condition is given by $u_{0}(x, y)=1-x^{2}-y^{2}$.
Remark: Varying the parameter $\delta$ changes the anisotropy of the operator $\mathbf{D}_{\delta}$. A similar anisotropic operator was considered in the benchmark paper [10] (Test 3). The aim of problem $\mathbf{P 2}$ is to study sensitivity of the preconditioner on anisotropies, mesh and time discretization parameters.

The last problem features an additional convective term and the aim is to study the performance of the preconditioner up to the convection dominated regime. The problem setting is inspired by a widely used benchmark for transport equations [15]. To this end, we consider the 2 d unit square $\Omega=(0,1)^{2}$, time interval $I=(0,2 \pi)$ and the following problem:

Problem 3 (P3). Given a parameter $\varepsilon>0$ find $u$ such that

$$
\begin{align*}
\partial_{t} u+\boldsymbol{w} \cdot \nabla u-\varepsilon \Delta u & =0 & \text { in } I \times \Omega, \\
u & =0 & \text { on } I \times \partial \Omega,  \tag{5.5}\\
u(0, \cdot) & =u_{0} & \text { on } \Omega,
\end{align*}
$$

where $\boldsymbol{w}(x, y)=\binom{0.5-y}{x-0.5}$. and the initial condition is a "smooth hump" given by

$$
u_{0}(x, y)= \begin{cases}\frac{1+\cos (\pi r(x, y))}{4} & \text { for } \quad r(x, y)=\frac{1}{r_{0}} \sqrt{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}} \leq 1 \\ 0 & \text { else }\end{cases}
$$

with $r_{0}=0.15$ and $\left(x_{0}, y_{0}\right)=(0.25,0.5)$.
Remark: Note that the operator in (5.5) is no longer symmetric. Consequently, the analysis presented in Section 3.2 does not apply directly in this case. However, we will show that even when $\delta \rightarrow 0$, the preconditioner performs well.
5.2. Convergence results. We start by evaluating the correctness of our implementation. To this end the following notion for the numerical errors is introduced. Let $u_{h}$ be a numerical solution. Define the $L^{2}\left(H^{1}\right)$ error

$$
\begin{equation*}
e_{2}\left(u_{h}\right):=\left(\int_{0}^{T}\left\|\nabla\left(u-u_{h}\right)\right\|_{L^{2}(\Omega)}^{2}\right)^{1 / 2} \tag{5.6}
\end{equation*}
$$

and the discrete $l^{\infty}\left(L^{2}\right)$ error at the nodal points $\left\{t_{i}\right\}, 1 \leq i \leq N$,

$$
\begin{equation*}
e_{\infty}\left(u_{h}\right):=\max _{n}\left\|u\left(t_{n}\right)-u_{h}^{n}\right\|_{L^{2}(\Omega)} . \tag{5.7}
\end{equation*}
$$

Throughout this section, uniform time steps $\tau_{n}=\tau$ are used on each time interval $I_{n}$. First consider problem P1 discretized by polynomial elements of second order in space. With this choice, as mentioned above, the discretization error will only be due to time discretization and not space discretization.

For time discretization we employ $\mathrm{dG}(\mathrm{k})$ for $k=0, \ldots 4$. Accordingly, convergence rates of $k+1$ in the $e_{2}$ norm and super convergence rates of $2 k+1$ in the $e_{\infty}$ norm are expected. On a relatively coarse mesh with mesh size $h=0.1$, we vary the time step size $\tau$ and measure the error quantities. The results are depicted in Figure 5.2

Clearly, one observes the predicted convergence rates of $k+1$ in the $e_{2}$ norm. The same holds for the predicted super convergence rate of $2 k+1$ in the $e_{\infty}$ norm. For $e_{\infty}$ the presentation is restricted to $0 \leq k \leq 2$, since for polynomial degrees $k \geq 3$ the error gets into the range of the machine precision. This simple example impressively demonstrates the power of the dG method.

### 5.3. Computational costs.



Figure 2. Convergence behavior of the $\mathrm{dG}(\mathrm{k})$ method in the $e_{2}$ (left) and $e_{\infty}$ norms (right).
5.3.1. Performance of the preconditioner for problem $\boldsymbol{P} 1$. We now come to the main obective of our presentation, the efficient solution of the systems. We elaborate on the performance of the preconditioner. To this end, we again consider problem P1, discretize in space using piecewise quadratic polynomials and use different mesh sizes and time step sizes $\tau$. To be precise, we choose $\tau \in\left\{10^{-l}, l=1, \ldots, 4\right\}$ and $h \in\left\{0.2 \cdot 2^{-l}, l=0, \ldots 4\right\}$. As time discretization schemes, we consider $\mathrm{dG}(1), \mathrm{dG}(2)$ and $\mathrm{dG}(3)$.

Recall that the main numerical effort in the solution process lies in solving implicit Euler-like problems: For each block in Eq. (3.6) (corresponding to a pair of complex eigenvalues of the matrix $\mathbf{b}^{-1} \mathbf{g}$ ), the preconditioned Schur complement formulation Eq. (3.10) is solved using Algorithm 1. In each iteration, an application of the preconditioner requires the solution of two implicit Euler like problems. Once the essential unknown $w_{2}$ of the block is obtained, one further solve for the first unknown $w_{1}$ is needed. Also, for real eigenvalues in (3.6), only one additional solve is required. To get an idea of the overall effort, all Euler-like solves are therefore recorded and also the maximum number of required CG iterations in Algorithm 1.

For each $\mathrm{dG}(\mathrm{k})$ and each combination of $\tau$ and $h$, these counts are shown in Table 1. As can be seen, typically only a couple of iterations are needed for Algorithm 1 to converge. For instance, for $\mathrm{dG}(1)$, whose discretization results in one $2 \times 2$ block needs at most 7 iterations for the Schur complement PCG solve, each of which accounts for 2 implicit Euler-like solves, plus one solve for the second unknown, which gives a total of 15 solves.

Comparing the total number of implicit Euler-like solves, from Table 1 we can also conclude that the preconditioned $\mathrm{dG}(2)$ method is "relatively cheap" compared to the $\mathrm{dG}(1)$ method and its successor $\mathrm{dG}(3)$. This is due to the fact that the block diagonal matrix $\mathbf{S}_{h}$ in (3.6) contains only one additional "cheap" $1 \times 1$ block compared to $\mathrm{dG}(1)$. For $\mathrm{dG}(3)$ on the other hand, $\mathbf{S}_{h}$ is made up of two "expensive" $2 \times 2$ blocks requiring two Schur complement solves.

| $\tau \backslash h$ | $2.00 \mathrm{e}-01$ | $1.00 \mathrm{e}-01$ | $5.00 \mathrm{e}-02$ | $2.50 \mathrm{e}-02$ | $1.25 \mathrm{e}-02$ |
| ---: | :---: | :---: | :---: | :---: | :---: |
| $1.00 \mathrm{e}-01$ | $5 / 11$ | $5 / 11$ | $5 / 11$ | $5 / 11$ | $5 / 11$ |
| $1.00 \mathrm{e}-02$ | $5 / 11$ | $6 / 13$ | $6 / 13$ | $7 / 15$ | $7 / 15$ |
| $1.00 \mathrm{e}-03$ | $5 / 11$ | $6 / 13$ | $6 / 13$ | $6 / 13$ | $6 / 13$ |
| $1.00 \mathrm{e}-04$ | $4 / 9$ | $4 / 9$ | $5 / 11$ | $5 / 11$ | $5 / 11$ |
| $\tau \backslash h$ | $2.00 \mathrm{e}-01$ | $1.00 \mathrm{e}-01$ | $5.00 \mathrm{e}-02$ | $2.50 \mathrm{e}-02$ | $1.25 \mathrm{e}-02$ |
| $1.00 \mathrm{e}-01$ | $5 / 12$ | $7 / 16$ | $7 / 16$ | $7 / 16$ | $7 / 16$ |
| $1.00 \mathrm{e}-02$ | $5 / 12$ | $7 / 16$ | $7 / 16$ | $8 / 18$ | $8 / 18$ |
| $1.00 \mathrm{e}-03$ | $5 / 12$ | $6 / 14$ | $7 / 16$ | $7 / 16$ | $7 / 16$ |
| $1.00 \mathrm{e}-04$ | $4 / 10$ | $5 / 12$ | $6 / 14$ | $6 / 14$ | $6 / 14$ |
| $\tau \backslash h$ | $2.00 \mathrm{e}-01$ | $1.00 \mathrm{e}-01$ | $5.00 \mathrm{e}-02$ | $2.50 \mathrm{e}-02$ | $1.25 \mathrm{e}-02$ |
| $1.00 \mathrm{e}-01$ | $5 / 20$ | $8 / 28$ | $8 / 28$ | $8 / 28$ | $8 / 28$ |
| $1.00 \mathrm{e}-02$ | $4 / 18$ | $7 / 24$ | $8 / 28$ | $8 / 28$ | $9 / 30$ |
| $1.00 \mathrm{e}-03$ | $5 / 20$ | $7 / 24$ | $7 / 24$ | $7 / 24$ | $7 / 24$ |
| $1.00 \mathrm{e}-04$ | $4 / 16$ | $5 / 18$ | $6 / 22$ | $6 / 22$ | $6 / 22$ |

Table 1. Problem P1: From top to bottom: $d G(1), d G(2), d G(3)$, each entry of table: maximum number of CG iterations of Algorithm 1 per block/total number of implicit Euler solves.
5.3.2. Performance of the preconditioner for problem P2. For the anisotropic test problem P2, we discretize the unit disk using quasi uniform meshes of mesh sizes $h \in\left\{0.1 \cdot 2^{-l}, l=0, \ldots 2\right\}$ and employ quadratic finite elements. The idea is to vary the anisotropy parameter $\delta \in\{1,1 e-1,1 e-3\}$ to study the influence of anisotropy on the performance of the preconditioner. Typical solution profiles to problem P2 for different values of $\delta$ are depicted in Figure 3.


Figure 3. Solution of problem P2 at $t=1$ for the three anisotropy parameters $\delta=1,1 e-1,1 e-3$.

We also vary step size $\tau \in\left\{10^{-l}, l=1, \ldots, 4\right\}$ and track the maximum total number of required implicit Euler solves which our preconditioner needs to solve the coupled system (3.6). Results for $\mathrm{dG}(\mathrm{k}), k \in\{1,2,3\}$ are shown in Table 2.

Clearly, the maximum number of required solves neither depends on the anisotropy parameter $\delta$ nor time and space discretization parameters, corroborating the uniform a priori result (3.16).
5.3.3. Performance of the preconditioner for problem P3. Finally, we elaborate on the performance of the preconditioner when applied to convection dominated problems. In this case the analysis presented in Section 3 does not apply directly. To account for the loss of symmetry, we change Alg. 1 which was based on CG in favor of BiCG, applied to the same left-right preconditioned operator (3.10). In contrast to CG, BiCG needs two applications of the preconditioner which makes it approximately twice as expensive. To allow for a "fair" comparison with CG in terms of the number of iterations required for Alg. 1 to converge (which is essentially determined by

| $\tau \backslash h$ | $1.00 \mathrm{e}-01$ | $5.00 \mathrm{e}-02$ | $2.50 \mathrm{e}-02$ |
| ---: | :---: | :---: | :---: |
| $1.00 \mathrm{e}-01$ | $11 / 11 / 11$ | $13 / 13 / 13$ | $13 / 13 / 13$ |
| $1.00 \mathrm{e}-02$ | $9 / 11 / 13$ | $11 / 13 / 13$ | $11 / 13 / 13$ |
| $1.00 \mathrm{e}-03$ | $11 / 9 / 9$ | $11 / 11 / 11$ | $11 / 11 / 11$ |
| $1.00 \mathrm{e}-04$ | $7 / 7 / 7$ | $9 / 7 / 7$ | $9 / 9 / 9$ |
| $\tau \backslash h$ | $1.00 \mathrm{e}-01$ | $5.00 \mathrm{e}-02$ | $2.50 \mathrm{e}-02$ |
| $1.00 \mathrm{e}-01$ | $12 / 14 / 14$ | $14 / 16 / 16$ | $16 / 16 / 16$ |
| $1.00 \mathrm{e}-02$ | $12 / 16 / 16$ | $14 / 16 / 16$ | $14 / 16 / 16$ |
| $1.00 \mathrm{e}-03$ | $12 / 12 / 10$ | $14 / 12 / 12$ | $14 / 14 / 14$ |
| $1.00 \mathrm{e}-04$ | $8 / 8 / 8$ | $10 / 10 / 8$ | $10 / 10 / 10$ |
| $\tau \backslash h$ | $1.00 \mathrm{e}-01$ | $5.00 \mathrm{e}-02$ | $2.50 \mathrm{e}-02$ |
| $1.00 \mathrm{e}-01$ | $20 / 24 / 24$ | $24 / 24 / 28$ | $28 / 26 / 28$ |
| $1.00 \mathrm{e}-02$ | $22 / 22 / 22$ | $22 / 24 / 24$ | $24 / 24 / 24$ |
| $1.00 \mathrm{e}-03$ | $18 / 16 / 16$ | $20 / 18 / 18$ | $22 / 22 / 22$ |
| $1.00 \mathrm{e}-04$ | $14 / 14 / 14$ | $16 / 14 / 14$ | $16 / 16 / 16$ |

Table 2. Problem P2: From top to bottom: dG(1), dG(2), dG(3), each entry of table: maximum number of implicit Euler solves for $\delta=1 / \delta=1 e-1 / \delta=1 e-3$.

| $\tau \backslash h$ | $1.00 \mathrm{e}-01$ | $5.00 \mathrm{e}-02$ | $2.50 \mathrm{e}-02$ |
| ---: | ---: | ---: | ---: |
| $1.00 \mathrm{e}-01$ | $4 / 4 / 5 / 5$ | $4 / 4 / 6 / 6$ | $4 / 4 / 5 / 5$ |
| $1.00 \mathrm{e}-02$ | $4 / 3 / 3 / 3$ | $4 / 4 / 3 / 3$ | $4 / 3 / 3 / 3$ |
| $1.00 \mathrm{e}-03$ | $4 / 3 / 2 / 2$ | $4 / 3 / 2 / 2$ | $4 / 3 / 2 / 2$ |
| $\tau \backslash h$ | $1.00 \mathrm{e}-01$ | $5.00 \mathrm{e}-02$ | $2.50 \mathrm{e}-02$ |
| $1.00 \mathrm{e}-01$ | $5 / 5 / 7 / 7$ | $5 / 5 / 8 / 8$ | $5 / 5 / 8 / 7$ |
| $1.00 \mathrm{e}-02$ | $4 / 4 / 3 / 3$ | $4 / 4 / 3 / 3$ | $4 / 4 / 5 / 5$ |
| $1.00 \mathrm{e}-03$ | $4 / 3 / 2 / 2$ | $5 / 3 / 2 / 2$ | $5 / 4 / 2 / 2$ |
| $\tau \backslash h$ | $1.00 \mathrm{e}-01$ | $5.00 \mathrm{e}-02$ | $2.50 \mathrm{e}-02$ |
| $1.00 \mathrm{e}-01$ | $5 / 5 / 7 / 7$ | $5 / 5 / 9 / 9$ | $5 / 5 / 9 / 9$ |
| $1.00 \mathrm{e}-02$ | $5 / 4 / 3 / 3$ | $5 / 4 / 3 / 3$ | $5 / 4 / 4 / 5$ |
| $1.00 \mathrm{e}-03$ | $5 / 3 / 2 / 2$ | $6 / 3 / 2 / 2$ | $5 / 4 / 2 / 2$ |

Table 3. Problem P3: From top to bottom: $\mathrm{dG}(1), \mathrm{dG}(2), \mathrm{dG}(3)$, each entry of table: maximum number of $\operatorname{BiCG}$ iterations for $\varepsilon=1 / \varepsilon=1 e-2 / \varepsilon=1 e-6 / \varepsilon=0$.
the condition number of the preconditioned system), we record the maximum number of BiCG iterations in Alg. 1 this time.

Just as for problem P2, we employ quadratic finite elements on uniform triangulations of the unit square for space discretization. For different mesh and time step sizes we vary the diffusion coefficient $\varepsilon \in\{1,1 e-2,1 e-6,0\}$. The results are shown in Table 3, and a Figure corresponding to the solution at $t=2 \pi$ for different diffusion coefficients is shown in Figure 4.

We observe that the number of iterations does not show any particular dependency on both, problem and discretization parameters, even when diffusion is very small. Clearly, this indicates that the proposed preconditioning strategy also works in the convection dominated regime.

## 6. Conclusion

We have developed an efficient yet conceptually simple preconditioner for the solution of systems arising from variational time discretization methods of arbitrary order. The main ingredients are a transformation of the system into block diagonal form and a preconditioned Schur complement approach for the solution of the resulting $2 \times 2$ block systems. The preconditioner is based on an


Figure 4. Solution of problem P3 at $t=2 \pi$ for the diffusion coefficients $\varepsilon=$ $1,1 e-2,1 e-6,0$.
inexact factorization of the Schur complement operator consisting of implicit Euler-like problems. Consequently, the entire solution strategy reduces to solving simple Euler-like problems for which common efficient solution techniques can be recycled. Analysis shows that in case of a symmetric, positive operator $A_{h}$ the preconditioned Schur complement operator has condition number $\leq 2$ independent of all space and time discretization parameters. Numerical experiments indicate the robustness of our preconditioner.
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