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Abstract. We shall develop a fully discrete space-time adaptive method for
linear parabolic problems based on new reliable and efficient a posteriori analy-

sis for higher order dG(s) finite element discretisations. The adaptive strategy

is motivated by the principle of equally distributing the a posteriori indicators
in time and the convergence of the method is guaranteed by the uniform energy

estimate from [KMSS12] under minimal assumptions on the regularity of the

data.

1. Introduction

Let Ω be a bounded polyhedral domain in Rd, d P N. We consider the linear
parabolic partial differential equation

Btu` Lu “ f in Ωˆ p0, T q

u “ 0 on BΩˆ p0, T q

up¨, 0q “ u0 in Ω.

(1.1)

Hereafter, Lu “ ´ divA∇u ` cu is a second order elliptic operator with respect
to space and Btu “

Bu
Bt denotes the partial derivative with respect to time. In the

simplest setting L “ ´∆, whence (1.1) is the heat equation. Precise assumptions
on data are provided in Section 2.1.

The objective of this paper is the design and a detailed convergence analysis of an
efficient adaptive finite element method for solving (1.1) numerically. To this end, we
resort to adaptive finite elements in space combined with a discontinuous Galerkin
dG(s) time-stepping scheme in Section 2.2. The conforming finite element spaces
are continuous piecewise polynomials of fixed degree over a simplicial triangulation
of the domain Ω. In each single time-step, we reduce or enlarge the local time-step
size and refine and coarsen the underlying triangulation.

The adaptive decisions are based on a posteriori error indicators. Numerous such
estimators for various error notions are available in the literature. Error bounds in
L8pL2q can e.g. be found in [EJ91] or [LM06], where the latter result is based
on the elliptic reconstruction technique, which was introduced in [MN03] in the
semi-discrete context. The L2pH1q respectively L2pH1q X H1pH´1q error bounds
in [Pic98, Ver03] are based on energy techniques and have been used with a dG(0)
time-stepping scheme in the adaptive methods and convergence analysis presented
in [CF04, KMSS12]. For our purpose, we generalise the residual based estimator
[Ver03] to higher order dG(s) schemes in Section 3. The estimator is build from
five indicators: an indicator for the initial error, indicators for the temporal and
spatial errors, a coarsening error indicator, and an indicator controlling the so-
called consistency error. It is important to notice that besides the first indicator

Date: October 21, 2016.
2000 Mathematics Subject Classification. Primary 65N30, 65N12, 65N50, 65N15.

Key words and phrases. Adaptive finite elements, parabolic problems, convergence.

1



2 F. D. GASPOZ, CH. KREUZER, K. G. SIEBERT, AND D. A. ZIEGLER

all other indicators accumulate in L2 in time. The adaptation of the time-step-size
uses informations of the indicators for the temporal error and the consistency error.
The adaptation of the spatial triangulation is based on refinement by bisection
using information from the indicators for the spatial error and for the coarsening
error. Very recently an independently developed guaranteed a posteriori estimator
for higher order dGpsq schemes is provided in [ESV] using equilibrated flux based
bounds for the spatial error.

By now the convergence and optimality of adaptive methods for stationary inf-
sup stable respectively coercive problems is well-established [BDD04, CKNS08,
CF04, DKS16, Dör96, DK08, KS11, MSV08, MN05, MNS00, MNS02, Sie11, Ste07];
compare also with the overview article [NSV09]. The essential design principle
motivating the adaptive strategies in most of the above methods is the equal dis-
tribution of the error. The importance of this principle is highlighted by the near
characterisations of nonlinear approximation classes with the help of a thresholding
algorithm in [BDDP02, GM14].

In contrast to the situation for above mentioned problems, the convergence anal-
ysis of adaptive approximation of time-dependent problems is still in its infancy.
In [SS09] optimal computational complexity of an adaptive wavelet method for
parabolic problems is proved using a symmetric and coercive discretisation based
on a least squares formulation. To our best knowledge, there exist only two re-
sults [CF04, KMSS12] concerned with a rigorous convergence analysis of time-space
adaptive finite element methods. In [CF04], it is proved for the dG(0) time-stepping
scheme, that each single time-step terminates and that the error of the computed
approximation is below a prescribed tolerance when the final time is reached. This,
however, is not guaranteed and thus theoretically the adaptively generated sequence
of time instances ttnuně0 may not be finite and such that tn Ñ t‹ ă T as n Ñ 8.
This drawback has been overcome in [KMSS12] with the help of an a priori com-
puted minimal time-step size in terms of the right-hand side f and the discrete
initial value U0. However, neither design of the two methods heeds the principle of
equally distributing the error. Let us shed some light on this fact with the help of
the initial value problem

Btu` u “ f in p0, T q and up0q “ u0.

Let 0 “ t0 ă t1 ă . . . ă tN “ T be some partition of p0, T q. Using the dG(0)
time-stepping scheme we obtain tUnu

N
n“0, such that

Un ´ Un´1

τn
` Un “ fn :“

1

τn

ˆ tn

tn´1

f dt, n “ 1, . . . , N, U0 “ u0,

where τn “ tn ´ tn´1. Let U be the piecewise affine interpolation U of the nodal
values tUnu

N
n“0. Then we have with Young’s inequality, that

ˆ T

0

1

2
Bt|u´ U |2 ` |u´ U |2 dt “

N
ÿ

n“1

ˆ tn

tn´1

pf ´ fnqpu´ Uq ` pUn ´ uqpu´ Uqdt

ď

N
ÿ

n“1

ˆ tn

tn´1

|f ´ fn|
2 ` |Un ´ U |2 `

1

2
|u´ U |2 dt.

A simple computation reveals
´ tn
tn´1

|Un ´ U |2 dt “ 1
3τn|Un ´ Un´1|

2. This term

and
´ tn
tn´1

|f ´ fn|
2 dt are the so-called time and consistency a posteriori indicators.

In order to illustrate the basic differences in the design of the adaptive schemes,
we shall concentrate on the time indicator. In [CF04, KMSS12] the partition is
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constructed such that

|Un ´ Un´1|
2 ď

TOL2

T
, which implies

N
ÿ

n“1

τn|Un ´ Un´1|
2 ď

N
ÿ

n“1

τn
TOL2

T
“ TOL2,

i.e. the accumulated indicator is below the prescribed tolerance TOL. We call this
the L8-strategy and remark that it does not aim at equally distributing the local
indicators. In contrast to this, we shall use the L2-strategy

τn|Un ´ Un´1|
2 ď tol2.

Thanks to the uniform energy bound

N
ÿ

n“1

|Un ´ Un´1|
2 ď

ˆ T

0

|f |2 dt` |U0|
2 (1.2)

(see Corollary 11 below) we conclude then, that

N
ÿ

n“1

τn|Un ´ Un´1|
2 “

N
ÿ

τnďδ

τn|Un ´ Un´1|
2 `

N
ÿ

τnąδ

τn|Un ´ Un´1|
2

ď δ
´

ˆ T

0

|f |2 dt` |U0|
2
¯

`
T

δ
tol2 “

˜

T´ T
0
|f |2 dt` |U0|

2

¸
1
2

tol

where δ “ pT {p
´ T

0
|f |2 dt ` |U0|

2qq1{2. Taking tol “ TOL2{δ guarantees that the
error is below the prescribed tolerance TOL.

These arguments directly generalise to semi-discretisations of (1.1) in time. In
the case of a full space-time discretisation of (1.1) additional indicators are involved,
for which a control similar to (1.2) is not available. We therefore enforce that these
indicators are bounded by the time or the consistency indicator. If these indicators
are equally distributed in time, then this results also in an equal distribution of the
other indicators. Otherwise, we shall use the L8-strategy from [CF04, KMSS12]
as a backup strategy. The detailed algorithm TAFEM for (1.1) is presented in
Section 4 and its convergence analysis is given in Section 5.

The advantage of our new approach over the algorithms in [CF04, KMSS12] is
twofold. First, from the fact that the TAFEM aims in an equal distribution of
the error, we expect an improved performance. Second, we use an L2-strategy for
the consistency error, which requires only L2-regularity of f in time in stead of
the H1-regularity needed for the L8-strategy in [CF04, KMSS12]. This makes the
proposed method suitable for problems, where the existing approaches may even
fail completely. We conclude the paper in Section 6 by comments on the imple-
mentation in DUNE [BBD`16] and some numerical experiments. The experiments
confirm the expectations and show a more than competitive performance of our
algorithm TAFEM.

2. The Continuous and Discrete Problems

In this section, we state the weak formulation of the continuous problem together
with the assumptions on data. Then the discretisation by adaptive finite elements
in space combined with the dG(s) scheme in time is introduced.

2.1. The Weak Formulation. For d P N, let Ω Ă Rd be a bounded, polyhedral
domain that is meshed by some conforming simplicial mesh Ginit. We denote by
H1pΩq the Sobolev space of square integrable functions L2pΩq whose first derivatives
are in L2pΩq and we let V :“ H1

0 pΩq be the space of functions in H1pΩq with
vanishing trace on BΩ. For any measurable set ω and k P N, we denote by } ¨ }ω the
L2pω;Rkq norm, whence }v}2H1pΩq “ }v}

2
Ω ` }∇v}2Ω.
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We suppose that the data of (1.1) has the following properties: A : Ω Ñ Rdˆd
is piecewise Lipschitz over Ginit and is symmetric positive definite with eigenvalues
0 ă a˚ ď a˚ ă 8, i. e.,

a˚|ξ|
2 ď Apxqξ ¨ ξ ď a˚|ξ|2, for all ξ P Rd, x P Ω, (2.1)

c P L8pΩq is non-negative, i. e., c ě 0 in Ω, f P L2pp0, T q;L2pΩqq “ L2pΩˆ p0, T qq,
and u0 P L

2pΩq.
We next turn to the weak formulation of (1.1); compare with [Eva10, Chap. 7].

We let B : Vˆ VÑ R be the symmetric bilinear form associated to the weak form
of elliptic operator L, i. e.,

Brw, vs :“

ˆ
Ω

A∇v ¨∇w ` c vw dV for all v, w P V.

Recalling the Poincaré-Friedrichs inequality }v}Ω ď Cpd,Ωq}∇v}Ω for all v P V
[GT01, p. 158] we deduce from (2.1) that B is a scalar product on V with induced
norm

|||v|||2Ω :“ Brv, vs “
ˆ

Ω

A∇v ¨∇v ` cv2 dV for all v P H1
0 pΩq.

This energy norm is equivalent to the H1-norm }¨}H1pΩq and we shall use the energy
norm in the subsequent analysis. We denote the restriction of the energy norm to
some subset ω Ă Ω by |||¨|||ω and let V˚ :“ H´1pΩq be the dual space of H1

0 pΩq

equipped with the operator norm |||g|||˚ :“ supvPV
xg, vy
|||v|||Ω

.

The weak solution space

Wp0, T q :“
 

u P L2p0, T ;Vq | Btu P L2p0, T ;V˚q
(

.

is a Banach space endowed with the norm

}v}2Wp0,T q “

ˆ T

0

|||Btv|||
2
˚ ` |||v|||

2
Ω dt` }vpT q}2Ω, v PWp0, T q.

Moreover, it is continuously embedded into C0pr0, T s;L2pΩqq; see e.g. [Eva10,
Chap. 5].

After these preparations, we are in the position to state the weak formulation of
(1.1): A function u PWp0, T q is a weak solution to (1.1) if it satisfies

xBtuptq, vy ` Bruptq, vs “ xfptq, vyΩ for all v P V, a.e. t P p0, T q, (2.2a)

up0q “ u0. (2.2b)

Hereafter, x¨, ¨yΩ denotes the L2pΩq scalar product. Since the operator L is elliptic,
problem (2.2) admits for any f P L2p0, T ;L2pΩqq and u0 P L

2pΩq a unique weak
solution; compare e.g. with [Eva10, Chap. 7].

2.2. The Discrete Problem. For the discretization of (2.2) we use adaptive finite
elements in space and a dG(s) scheme with adaptive time-step-size controle.

Adaptive Grids and Time Steps. For the adaptive space discretization we re-
strict ourselves to simplicial grids and local refinement by bisection; compare with
[Bän91, Kos94, Mau95, Tra97] as well as [NSV09, SS05] and the references therein.
To be more precise, refinement is based on the initial conforming triangulation Ginit

of Ω and a procedure REFINE with the following properties. Given a conforming
triangulation G and a subset M Ă G of marked elements. Then

REFINEpG,Mq
outputs a conforming refinement G` of G such that all elements inM are bisected at
least once. In general, additional elements are refined in order to ensure conformity.
The input G can either be Ginit or the output of a previous application of REFINE.
The class of all conforming triangulations that can be produced from Ginit by finite
many applications of REFINE, we denote by G. For G P G we call G` P G a
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refinement of G if G` is produced from G by a finite number of applications of
REFINE and we denote this by G ď G` or G` ě G. Conversely, we call any G´ P G
with G´ ď G a coarsening of G.

Throughout the discussion we only deal with conforming grids, this means, when-
ever we refer to some triangulations G, G`, and G´ we tacitly assume G,G`,G´ P G.
One key property of the refinement by bisection is uniform shape regularity for any
G P G. This means that all constants depending on the shape regularity are uni-
formly bounded depending on Ginit.

For the discretization in time we let 0 “ t0 ă t1 ă ¨ ¨ ¨ ă tN “ T be a partition of
p0, T q into half open subintervals In “ ptn´1, tns with corresponding local time-step
sizes τn :“ |In| “ tn ´ tn´1, n “ 1, . . . , N .

Space-Time Discretization. For the spatial discretization we use Lagrange finite
elements. This is, for any G P G the finite element space VpGq consists of all
continuous, piecewise polynomials of fixed degree ` ě 1 over G that vanish on BΩ.
This gives a conforming discretization of V, i. e., VpGq Ă V. Moreover, Lagrange
finite elements give nested spaces, i. e., VpGq Ă VpG`q whenever G ď G`.

We denote by G0 the triangulation at t0 “ 0 and for n ě 1, we denote by Gn the
grid in In and let Vn “ VpGnq, n “ 0, . . . , N , be the corresponding finite element
spaces. For G P G we denote by ΠG : L2pΩq Ñ VpGq the L2 projection onto VpGq
and set Πn :“ ΠGn .

On each time interval, the discrete approximation is polynomial in time over the
corresponding spatial finite element space. Let s P N0, for any real vector space U
and interval I Ă R, we denote by

Ps
`

I,U
˘

:“
!

t ÞÑ
s
ÿ

i“0

tiVi : Vi P U
)

the space of all polynomials with degree less or equal s over U. We write PspUq :“
PspR,Uq and Ps :“ PspRq.

Furthermore, for an interval I Ă p0, T q we let

fI P PspI, L2pΩqq

be the best-approximation of f|I in L2pI, L2pΩqq. In particular we use fn :“ fIn as

a time-discretization of f on In. For s “ 0, fI “
ffl
I
f dt is the mean value of f on

I.
In the following, we introduce the so called discontinuous Galerkin time-stepping

scheme dGpsq of degree s, where dGp0q is the well know implicit Euler scheme. To
this end, we denote for n ě 1 the actual grid on In by Gn and let Vn “ VpGnq be
the corresponding finite element space. We start with a suitable initial refinement
G0 of Ginit and an approximation U0 “ Π0u0 “ ΠG0

u0 P V0 of the initial value u0.
Note that in principle, any suitable interpolation operator can be used instead of
Π0. We then inductively compute for n ą 0 a solution U|In P PspVnq to the problemˆ

In

@

BtU|In , V
D

Ω
` BrU|In , V sdt`

@

rrU ssn´1 , V ptn´1q
D

Ω
“

ˆ
In

xfn, V yΩ dt (2.3)

for all V P PspVnq. Thereby fn :“ fIn and rrU ssn´1 denotes the jump

rrU ssn´1 :“ U`n´1 ´ U
´
n´1,

of U across tn´1, where we used U`n´1 :“ limtÓtn´1 U|Inptq, U
´
n :“ U|Inptnq, n “

1, . . . , N , and U´0 :“ U0. Note that with this definition we have U´n´1 “ Uptn´1q.
The solution U is uniquely defined [Tho06] and we will see below that (2.3) is
equivalent to an s ` 1 dimensional second order elliptic system. Note that U is
allowed to be discontinuous across the nodal points t0, . . . , tN and hence in general
U RWp0, T q.
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In order to construct from U a conforming function, we recall that the dG(s)
schemes are closely related to Runge Kutta RadauIIA collocation methods; see
e.g. [AMN09]. The corresponding RadauIIA quadrature formula with abscissae
c1, . . . , cs`1 and weights b1, . . . , bs`1 is exact of degree 2s. In fact, we have

s`1
ÿ

j“1

bjP pcjq “

ˆ 1

0

P ptqdt for all P P P2s. (2.4)

We define U PWp0, T q, U|In P Ps`1pVq as the piecewise interpolation of U at the

local RadauIIA points tjn :“ tn´1 ` cjτn, i. e.,

Uptjnq “ U|Inpt
j
nq P Vn, j “ 1, . . . , s` 1. (2.5a)

The continuous embedding of Wp0, T q in C0pr0, T s;L2pΩqq additionally enforces

Uptn´1q “ U´n´1 P Vn´1. (2.5b)

Hence U is uniquely defined by

U|In :“
s`1
ÿ

j“0

Lj
` t´tn´1

τn

˘

Uptjnq; (2.6)

with the Lagrange polynomials

Ljptq :“
s`1
ź

i“0
i‰j

t´ cj
ci ´ cj

P Ps`1, j “ 0, . . . , s` 1 (2.7)

and c0 :“ 0. Using integration by parts with respect to time, (2.4), and (2.5), we
observe that (2.3) is equivalent toˆ

In

xBtU , V yΩ ` BrU, V sdt “
ˆ
In

xfn, V yΩ dt (2.8)

for all n “ 1, . . . , n and V P PspVnq.
We emphasize that Uptq is a finite element function, since for t P In, we have

Uptq P VpGn´1 ‘ Gnq Ă V, where Gn´1 ‘ Gn is the smallest common refinement of
Gn´1 and Gn, which we call overlay. Continuity of U in time, in combination with
Uptq P V for all t P I then implies U PWp0, T q.

Remark 1. For s “ 0 we see from (2.3) that in each time-step n P N, we need to
solve for partial differential operators of the form ´∆` µ with µ “ 1

τn
in order to

compute Un. Unfortunately, for s ą 0, though still coercive, (2.3) becomes a s ` 1
dimensional coupled non-symmetric system. Recently, in [Sme15] a PCG method
for a symmetrisation of (2.3) is proposed, which is fully robust with respect to the
discretisation parameters s and τ , provided a solver for the operator ´∆`µ, µ ě 0
is available.

3. A Posteriori Error Estimation

One basic ingredient of adaptive methods are a posteriori error indicators building
up a reliable upper bound for the error in terms of the discrete solution and given
data. The dG(0) method corresponds to the implicit Euler scheme and residual
based estimators for the heat equation can be found in [Ver03]. In this section we
generalize this result and prove reliable and efficient residual based estimators for
dG(s) schemes (2.3), with arbitrary s P N0.

Some arguments in this section are straight forward generalizations of those in
[Ver03] and we only sketch their proofs, others are based on new ideas and therefore
we shall prove them in detail.
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3.1. Equivalence of Error and Residual. In order to prove residual based error
estimators, one first has to relate the error to the residual. To this end we note that
(2.2) can be taken as an operator equation in L2p0, T ;V˚q ˆ L2pΩq. Its residual
RespUq in U PWp0, T q is given by

xRespUq, vy “ xBtpu´ Uq, vy ` Bru´ U , vs
“ xf ´ BtU , vyΩ ´ BrU , vs for all v P V.

(3.1)

From [TV16], we have the following identity between the residual and the error.

Proposition 2 (Abstract Error Bound). Let u P Wp0, T q be the solution of (2.2)
and let U P Wp0, T q be the approximation defined in (2.5) for time instances t0 “
0, . . . , tN “ T and time-step sizes τn :“ tn ´ tn´1, n “ 1, . . . , N . Then it holds for
0 ď k ď N , that

}u´ U}2Wp0,T q “ }u0 ´ U0}
2
Ω ` }RespUq}2L2p0,T ;V˚q (3.2a)

and

}RespUq}2L2pIn,V˚q ď 2
 

}Btpu´ Uq}2L2pIn;V˚q ` }u´ U}
2
L2pIn;Vq

(

. (3.2b)

The rest of this section concentrates on proving computable upper and lower
bounds for the error. We note that the initial error }u0´U0}Ω in (3.2) is already a
posteriori computable, whence it remains to estimate the dual norm of the residual.
However, there is another issue of separating the influence of the temporal and
the spatial discretization to the error. In particular, defining the temporal residual
Resτ pUq P L2p0, T ;V˚q as

xResτ pUq, vy :“ BrU ´ U , vs (3.3)

and the spatial residual ReshpUq P L2p0, T ;V˚q as

xReshpUq, vy :“ xfn ´ BtU , vy ´ BrU, vs on In, (3.4)

we obtain

RespUq “ Resτ pUq ` ReshpUq ` f ´ fn on In. (3.5)

In what follows we use this decomposition to prove separated time and space error
indicators, which build up a reliable and efficient bound for the error.

3.2. Temporal Residual. Recalling the definition of the Lagrange polynomials
(2.7), we have the local unique representation

U|Inptq “ U`n´1L0p
t´tn´1

τn
q `

s`1
ÿ

j“1

UptjnqLjp
t´tn´1

τn
q P PspVnq

for all t P In. Hence, by (2.6) we get

Uptq ´ Uptq “ pU´n´1 ´ U
`
n´1qL0p

t´tn´1

τn
q

and thanks to (2.5) and (2.4), we obtainˆ
In

}Resτ pUq}2V˚ dt “

ˆ
In

|||U ´ U |||2Ω dt “ |||U´n´1 ´ U
`
n´1|||

2
Ω

ˆ
In

|L0p
t´tn´1

τn
q|2 dt

“ τn Cτ |||U
´
n´1 ´ U

`
n´1|||

2
Ω,

(3.6)

where Cτ “ Cτ psq :“
´ 1

0
|L0ptq|

2 dt.
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Remark 3. Observing that the RadauIIA abscissae are the roots of the polynomial
λsp2t ´ 1q ´ λs`1p2t ´ 1q and λsp´1q “ p´1qs, with the Legendre polynomials λn,
n P N0, it follows that we have the representation

L0ptq “
p´1qs

2
pλsp2t´ 1q ´ λs`1p2t´ 1qq

and it can be easily shown that Cτ “
1
4 p

1
2s`3 `

1
2s`1 q.

3.3. The Spatial Residual. In this section we estimate the spatial residual.

Lemma 4. Let U be the approximation of (2.3) to the solution u of (2.2) and let
U be its interpolation defined by (2.5). Then there exists a constant CG ą 0, such
that ˆ

In

}ReshpUq}2V˚ dt ď CG
ÿ

EPGn

ˆ
In

h2
E}BtU ` LU ´ fn}2E ` hE}JpUq}2BE dt

for all 1 ď n ď N . Thereby, for V P Vn we denote by JpV q|S for an interior side
S the jump of the normal flux A∇V ¨ n across S and for boundary sides S we set
JpV q|S ” 0. The mesh-size of an element E P G is given by hE :“ |E|1{d.

Proof. Recalling (3.4), we first observe that }ReshpUq}2V˚ P P2s, whence by (2.4)
we have ˆ

In

}ReshpUq}2V˚ dt “ τn
ÿ

j“1

bj}ReshpUqptjnq}2V˚ .

Therefore, it suffices to estimate }ReshpUq}2V˚ at the abscissae of the RadauIIA
quadrature formula. For arbitrary Vj P Vn, j “ 1, . . . , s ` 1 choose V P PspVnq in
(2.8) such that V pt`ciτnq “ Vjδij , 1 ď i ď s`1. Then exploiting again (2.4) yields
the Galerkin orthogonality

@

ReshpUqptjnq, Vj
D

“ 0 j “ 1, . . . , s` 1.

Since Vj P Vn was arbitrary, we have for any v P V, that
@

ReshpUqptjnq, v
D

“
@

ReshpUqptjnq, v ´ V
D

for all V P Vn.
Using integration by parts with respect to the space variable, the Cauchy-Schwarz
inequality, the scaled trace inequality, and choosing V as a suitable interpolation of
v, we arrive at

}ReshpUqptjnq}2V˚ ď CG
ÿ

EPGn

!

h2
E}pBtU ` LU ´ fnqptjnq}2E ` hE}JpUqptjnq}2BE

)

.

The right hand side is a pointwise evaluation of a polynomial of degree 2s and thus
the claimed upper bound follows from (2.4). �

The following result shows that the spatial indicators are locally efficient as well.

Lemma 5. Under the conditions of Lemma 4, we have
ÿ

EPGn

ˆ
In

h2
E}BtU ` LU ´ fn}2E ` hE}JpUq}2BE dt

ď C
 

ˆ
In

}ReshpUq}2V˚ ` osc2
Gnpfn,Uqdt

)

,

where

osc2
Gnpfn,Uq :“

ÿ

EPGn

h2
E}BtU ` LU ´ fn ´RE}2E ` hE}JpUq ´ JE}2BE

with at time t P In pointwise L2pΩq-best approximations REptq P P2`´2pEq respec-
tively JEptq|S P P2`´1pSq for each side S Ă BE. The constant C ą 0 depends solely
on the shape regularity of G.
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Proof. With the same arguments as in the proof of Lemma 4, for each 1 ď j ď s`1
it suffices to prove that

CG
ÿ

EPGn

h2
E}pBtU ` LU ´ fnqptjnq}2E ` hE}JpUqptjnq}2BE

ď C
 

}ReshpUqptjnq}2V˚ ` osc2
Gnpfn, Uqpt

j
nq
(

This however, follows with standard techniques used in a posteriori estimation of
elliptic second order problems; see e.g. [Ver13, MN05] and compare with the case
of the implicit Euler scheme s “ 0 in [Ver03]. �

3.4. Estimation of the Error. By means of the decomposition of the residual
(3.5), we can combine the above results to obtain a reliable and efficient error
estimator for (1.1). To this end, we introduce the following error indicators for the
sake of brevity of presentation: For G P G and v P V, the estimator for the initial
value is given by

E2
0 pv,Gq :“ }v ´ IGv}2Ω (3.7a)

For f P L2p0, T ;L2pΩqq, t‹ P p0, T q and I “ pt‹, t‹ ` τ s Ă pt‹, T s, the so called
consistency error, which is inherited by the decomposition of the residual (3.5) is
defined by

E2
f pf, t‹, τq :“ 3 inf

f̄PPspL2pΩqq

ˆ
I

}f ´ f̄}2Ω dt. (3.7b)

For v´, v` P V, G P G, V P PspVpGqq, E P G, and g P PspL2pΩqq the indicator

E2
cτ pv

`, v´, τq :“ τ 3Cτ |||v
´ ´ v`|||2Ω (3.7c)

is motivated by (3.6) and Lemma 4 suggests to define the spatial indicators by

E2
GpV, v

´, t‹, τ, g,G, Eq :“ 3CG

ˆ
I

h2
E}BtV ` LV ´ g}2E ` hE}JpV q}2BE dt

“ 3CG τ
s`1
ÿ

j“1

bj

!

h2
E}pBtV ` LV ´ gqpt‹ ` cjτq}2E

` hE}JpV qpt‹ ` cjτq}
2
BE

)

.

(3.7d)

Here we have used, analogously to (2.6), that

Vptq :“
s`1
ÿ

j

Lj
`

t´t‹
τ

˘

V pt‹ ` cjτq ` L0

`

t´t‹
τ

˘

v´ P Ps`1pVq. (3.8)

Proposition 6 (Upper Bound). Let u PWp0, T q be the solution of (2.2) and let U P
Wp0, T q be the approximation defined in (2.5) for time instances t0 “ 0, . . . , tN “ T
and time-step sizes τn :“ tn ´ tn´1, n “ 1, . . . , N . Then we have the estimate

}u´ U}2Wp0,T q ď E
2
0 pu0,G0q `

N
ÿ

n“1

!

E2
cτ pU

`
n´1, U

´
n´1, τnq

` E2
GpU,U

´
n´1, tn, τn, fn,Gnq ` E2

f pf, tn´1, τnq
)

.

Proof. By the decomposition of the residual (3.5) and the triangle inequality, we
estimate on each interval In, n “ 1, . . . , N

}RespUq}2L2pIn;V˚q ď 3}Resτ pUq}2L2pIn;V˚q ` 3}ReshpUq}2L2pIn;V˚q

` 3}f ´ fn}
2
L2pIn;V˚q.



10 F. D. GASPOZ, CH. KREUZER, K. G. SIEBERT, AND D. A. ZIEGLER

Now the assertion follows by Proposition 2, (3.6), and Lemma 4. �

Proposition 7 (Lower Bound). Supposing the conditions of Proposition 6, we have

E2
cτ pU

`
n´1, U

´
n´1, τnq ` E2

GpU,U
´
n´1, tn, τn, fn,Gnq

ď C
!

}Btpu´ Uq}2L2pIn;V˚q ` }u´ U}
2
L2pIn;Vq

`

ˆ
In

osc2
Gnpfn,Uqdt` E2

f pf, tn´1, τnq
)

,

where the constant C depends solely on the shape regularity of G and on s.

Proof. We first consider the spatial indicators. By Lemma 5 there exists C ą 0,
such that

E2
GpU,U

´
n´1, tn, τn, fn,Gnq ď C}ReshpUq}2L2pIn;V˚q ` C

ˆ
In

osc2
Gnpfn,Uqdt.

The first term on the right hand side can be further estimated using the decompo-
sition of the residual, the triangle inequality, and (3.6) to obtain

}ReshpUq}L2pIn;V˚q ď }RespUq}L2pIn;V˚q ` }f ´ fn}L2pIn;V˚q

` Ecτ pU´n´1, U
`
n´1, τnq.

(3.9)

It remains to bound the temporal estimator. To this end, we introduce a non-
trivial auxiliary function α P P2s`2 such that α K P2s`1 and

ˆ 1

0

L2
0ptqαptqdt “ 1,

which is possible since L2
0 P P2s`2zP2s`1. Recalling (3.6), (3.3), and (3.5), we have

for αnptq :“ α
` t´tn´1

τn

˘

that

E2
cτ pU

`
n´1, U

´
n´1, τnq “ Cτ |||U

`
n´1 ´ U

´
n´1|||

2
Ω

ˆ
In

L2
0

` t´tn´1

τn

˘

αnptqdt

“ Cτ

ˆ
In

αn xRespUq, U ´ Uy ´ αn xf ´ fn, U ´ UyΩ dt

´ Cτ

ˆ
In

αn xReshpUq, U ´ Uy dt.

The last term vanishes since xReshpUq, U ´Uy P P2s`1. Using the Cauchy Schwarz
and Young inequalities, we can hence estimate

E2
cτ pU

`
n´1, U

´
n´1, τnq ď 2Cτ }α}

2
L8p0,1q

!

}RespUq}2L2pIn;V˚q ` }f ´ fn}
2
L2pIn;V˚q

)

.

Combining this with (3.9), we arrive at

E2
cτ pU

`
n´1, U

´
n´1, τnq ` E2

GpU,U
´
n´1, t, τn, fn,Gnq

ď

´

C
`

1` 2}α}2L8p0,1qCτ
˘

` 2}α}2L8p0,1qCτ

¯

!

}RespUq}2L2pIn;V˚q ` }f ´ fn}
2
L2pIn;V˚q

)

.

(3.10)

Together with Proposition 2 this is the desired estimate. �

Remark 8 (Implicit Euler). We emphasize that the proof of the lower bound Propo-
sition 7 is slightly different from the one in [Ver03] and yields different constants
also for the dG(0) scheme. To see this, we observe that the definition of α implies
for s “ 0 that

αptq “ 30p6t2 ´ 6t` 1q, whence }α}L8p0,1q “ 30.
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Therefore, we conclude for the constant in (3.10) with Cτ “
1
3 from Remark 3, that

C
`

1` 2}α}2L8p0,1qCτ
˘

` 2}α}2L8p0,1qCτ “ 601C ` 600,

where C is the constant in the estimate of Lemma 5. In contrast to this, the tech-
niques used in [Ver03] for the implicit Euler scheme yield the constant

`

1` 7C
1{2
G

˘2
C

1{2
G C3{2 122.

Remark 9 (Elliptic Problem). In case of the implicit Euler scheme dG(0), it is
well known, that in each time-step 1 ď n ď N , U|In P P0pVnq “ Vn is the Ritz ap-
proximation to a coercive elliptic problem. Moreover, the spatial estimators (3.7d)
are the standard residual based estimators for this elliptic problem. This observation
transfers to the dG(s) scheme for s ě 1. To see this, we observe that (after trans-
formation to the unit interval) (2.3) is a Galerkin approximation to the solution
uτ P PspVq of a problem of the kindˆ 1

0

1

τ
xBtuτ , vyΩ ` Bruτ , vs dt`

1

τ
xuτ p0q, vp0qyΩ

“

ˆ 1

0

@

f̄ , v
D

Ω
dt`

1

τ

@

v´, vp0q
D

Ω

(3.11)

for all v P PspVq and some data f̄ P PspL2pΩqq, v´ P L2pΩq, and τ ą 0. The
mappings v ÞÑ vp0q and v ÞÑ Btv are linear and continuous on PspVq, whence this
equation can be taken as a vector valued linear variational problem of second order
on Vs`1. Testing with v “ uτ proves coercivityˆ 1

0

1

τ
xBtuτ , uτ yΩ ` Bruτ , uτ sdt`

1

τ
xuτ p0q, uτ p0qyΩ

“
1

2τ
}uτ p0q}

2
Ω `

1

2τ
}uτ p1q}

2
Ω `

ˆ 1

0

|||uτ |||
2
Ω dt.

Obviously, its residual in V P PspVq is given by

xReshpVq, vy “
@

f̄ ´ BtV, v
D

´ BrV, vs, v P PspVq,

where V P Ps`1pVq is such that Vpcjq “ V pcjq, j “ 1, . . . , s and Vp0q “ v´;
compare with (2.5). Thanks to Lemmas 4 and 5, for V P PspVpGqq, G P G, the
standard residual based estimator for this problem is given by E2

GpV, v
´, τ, 0, f̄ ,Gq.

Energy Estimation. We shall now generalise the energy estimate from [KMSS12]
to higher order dGpsq schemes.

Proposition 10 (Uniform global energy estimate). Assume N P N Y t8u and
arbitrary time instances 0 “ t0 ă ¨ ¨ ¨ ă tN ď T with time -step-sizes τ1, . . . , τN ą 0.
Let U0 “ Π0u0 and for 1 ď n ď N let U|In P PspVnq be the discrete solutions to
(2.3) and let U PWp0, T q as defined in (2.5). Then for any m “ 1, . . . , N we have

m
ÿ

n“1

}BtU}2Ω `
ˇ

ˇ

ˇ

ˇ

ˇ

ˇU`n´1 ´ΠnU
´
n´1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

Ω
`
ˇ

ˇ

ˇ

ˇ

ˇ

ˇU´n
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

Ω
´
ˇ

ˇ

ˇ

ˇ

ˇ

ˇΠnU
´
n´1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

Ω
ď

m
ÿ

n“1

ˆ
In

}fn}
2
Ω dt.

Proof. We choose V :“ ΠnBtU|In P PspVnq as a test function in (2.8) obtainingˆ
In

}ΠnBtU}2Ω ` BrU, ΠnBtUs dt “
ˆ
In

xfn, ΠnBtUyΩ dt. (3.12)

In order to analyse the second term on the left hand side, we first observe that
ΠnBtU|In “ BtΠnU|In P PspVnq. Recalling (2.5b) and that B : V ˆ V Ñ R is
constant in time, we obtain integrating by parts, thatˆ

In

BrU, ΠnBtUsdt “ ´
ˆ
In

BrBtU, ΠnUsdt` |||U´n |||2Ω ´ BrU`n´1, ΠnU
´
n´1s.
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Since BrBtU, ΠnUs|In P P2s, we can apply (2.4) and conclude with (2.5a) that
ˆ
In

BrU, ΠnBtUsdt “ ´
ˆ
In

BrBtU, U sdt` |||U´n |||2Ω ´ BrU`n´1, ΠnU
´
n´1s

“
1

2
|||U`n´1 ´ΠnU

´
n´1|||

2
Ω ´

1

2
|||ΠnU

´
n´1|||

2
Ω `

1

2
|||U´n |||

2
Ω,

where we used that BrBtU|In , U|Ins “ 1
2Bt|||U|In |||

2
Ω. Inserting this in (3.12) yields

ˆ
In

}ΠnBtU}2Ω dt`
1

2
|||U`n´1 ´ΠnU

´
n´1|||

2
Ω ´

1

2
|||ΠnU

´
n´1|||

2
Ω `

1

2
|||U´n |||

2
Ω

“

ˆ
In

xfn, ΠnBtUyΩ dt.

Estimating the right hand side with the help of the Cauchy-Schwarz and the Young
inequality proves the assertion. �

Corollary 11. Under the conditions of Proposition 10, assume that

ˇ

ˇ

ˇ

ˇ

ˇ

ˇU´n´1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

Ω
´
ˇ

ˇ

ˇ

ˇ

ˇ

ˇΠnU
´
n´1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

Ω
`

1

2

ˆ
In

}ΠnBtU}2Ω dt ě 0 for n “ 1, . . . , N. (3.13)

Then we have the estimate
m
ÿ

n“1

1

2

ˆ
In

}ΠnBtU}2Ω dt`
ˇ

ˇ

ˇ

ˇ

ˇ

ˇU`n´1 ´ΠnU
´
n´1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

Ω
ď }f}2Ωˆp0,tmq ` |||U0|||

2
Ω ´

ˇ

ˇ

ˇ

ˇ

ˇ

ˇU´m
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

Ω
.

In particular, the series
řN
n“1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇU`n´1 ´ΠnU
´
n´1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

Ω
is uniformly bounded irrespective

of the sequence of time-step-sizes used.

Proof. Summing up the nonnegative terms in (3.13) yields

0 ď
m
ÿ

n“1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇU´n´1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

Ω
´
ˇ

ˇ

ˇ

ˇ

ˇ

ˇΠnU
´
n´1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

Ω
`

1

2

ˆ
In

}ΠnBtU}2Ω dt,

which is equivalent to

ˇ

ˇ

ˇ

ˇ

ˇ

ˇU´m
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

Ω
´ |||U0|||

2
Ω ď

m
ÿ

n“1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇU`n´1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

Ω
´
ˇ

ˇ

ˇ

ˇ

ˇ

ˇΠnU
´
n´1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

Ω
`

1

2

ˆ
In

}ΠnBtU}2Ω dt.

Using this in the estimate of Proposition 10 yields the desired estimate. �

Having a closer look at the indicator Ecτ we note that, since we allow for coars-
ening, it is not a pure temporal error indicator. Coarsening may cause the loss of
information and to few information my lead to wrong decisions within the adaptive
method. For this reason we use the triangle inequality to split

E2
cτ pv

´, v`, τ,Gq ď E2
c pv

´, τ,Gq ` E2
τ pv

`, v´, τ,Gq (3.14a)

into a measure

E2
c pv

´, τ,Gq :“
ÿ

EPG
E2
c pv

´, τ,G, Eq :“ 6Cτ
ÿ

EPG
τ |||ΠGv

´ ´ v´|||2E (3.14b)

for the coarsening error and

E2
τ pv

`, v´, τ,Gq :“ 6Cττ |||v
` ´ΠGv

´|||2Ω, (3.14c)

which serves as an indicator for the temporal error. This allows us to control the
coarsening error separately.

Assuming that (3.13) holds, Corollary 11 provides control of the sum of the time

error indicators E2
τ pU

`
n´1, U

´
n´1, τn,Gnq “ 6Ccττ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇU`n´1 ´ΠnU
´
n´1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

Ω
. Assumption

(3.13) would trivially be satisfied for the Ritz-projection RnU
´
n´1 of U´n´1 into Vn,

since
ˇ

ˇ

ˇ

ˇ

ˇ

ˇRnU
´
n´1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Ω
ď
ˇ

ˇ

ˇ

ˇ

ˇ

ˇU´n´1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Ω
. The L2-projection ΠnU

´
n´1, however, does not satisfy
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this monotonicity property in general and therefore coarsening may lead to an
increase of energy. The algorithm presented below ensures that (3.13) is fulfilled
at the end of every time-step. To this end, using the notation (3.8), we define for
V P PspVpGqq, v´ P V, t‹ P p0, T q, I “ pt‹, t‹ ` τ s Ă pt‹, T s, G P G, and E P G, the
indicators

E2
˚pV, v

´, t‹, τ,G, Eq :“
ˇ

ˇ

ˇ

ˇ

ˇ

ˇΠGv
´
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

E
´
ˇ

ˇ

ˇ

ˇ

ˇ

ˇv´
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

E
´

1

2

ˆ
I

}ΠGBtV}2E dt,

as well as the convenient notation E2
˚pV, v

´, t‹, τ,Gq :“
ř

EPG E2
˚pV, v

´, t‹, τ,G, Eq.
Condition (3.13) is then equivalent to E2

˚pU,U
´
n´1, tn´1, τn,Gnq ď 0, n “ 1, . . . , N .

Note that the term ´
´
In
}ΠGBtV}2E may compensate for |||ΠGv

´|||
2
E ą |||v

´|||
2
E .

4. The adaptive algorithm TAFEM

Based on the observations in the previous section and a new concept for marking
we shall next describe the adaptive algorithm TAFEM in this section. In contrast
to the algorithms presented in [KMSS12] and [CF04], the TAFEM is based on a
different marking philosophy. In fact, they mark according to the same indicators,
(3.7b)-(3.7d) and (3.14), but in contrast to [KMSS12, CF04], the TAFEM uses an
L2 instead of an L8 strategy. Philosophically, this aims at an L2 rather than an L8

equal-distribution of the error in time; compare also with the introductory section 1.
We follow a bottom up approach, i.e., we first state basic properties on some

rudimentary modules that are treated as black box routines, then describe three core
modules in detail, and finally combine these procedures in the adaptive algorithm
TAFEM.

4.1. Black Box Modules. As in [KMSS12], we use standard modules ADAPT INIT,
COARSEN, MARK REFINE, and SOLVE as black box routines. In particular, we use
the subroutine MARK REFINE in an object-oriented fashion, i. e., the functionality of
MARK REFINE changes according to its arguments. We next state the basic properties
of these routines.

Assumption 12 (Properties of modules). We suppose that all rudimentary modules
terminate with an output having the following properties.

(1) For a given initial datum u0 P L
2pΩq and tolerance TOL0 ą 0, the output

pU0,G0q “ ADAPT INITpu0,Ginit, TOL0q

is a refinement G0 ě Ginit and an approximation U0 P VpG0q to u0 such that
E2

0 pu0,G0q ď TOL2
0.

(2) For given g P L2pΩq, f̄ P PspL2pΩqq, t‹ P p0, T q, I “ pt‹, t‹ ` τ s Ă pt‹, T s, and
G P G, the output

UI “ SOLVEpg, f̄ , t, τ,Gq
is the solution UI P PspI,VpGqq to the discrete elliptic problemˆ
I

xBtUI , V yΩ ` BrUI , V sdt` xUIptq, V ptqyΩ “ xg, V yΩ `
ˆ
I

@

f̄ , V
D

Ω
dt

for all V P PspVpGqq; compare with (2.3). Hereby we assume exact integration
and linear algebra.

(3) For a given grid G P G and a discrete function V P VpGq the output

G˚ “ COARSENpV,Gq
satisfies G˚ ď G.

(4) For a given grid G and a set of indicators tEEuEPG the output

G˚ “ MARK REFINEptEEuEPG ,Gq P G
is a conforming refinement of G, where at least one element in the subset
argmaxtEE : E P Gu Ă G has been refined.
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(5) For given grids G,Gold P G and a set of indicators tEEuEPG, the output

G˚ “ MARK REFINEptEEuEPG ,G,Goldq P G

is a conforming refinement of G, where at least one element of the set tE P

G : hG|E ą hGold|Eu of coarsened elements (with respect to Gold) is refined.

For a more detailed description of these modules see Section 3.3.1 of [KMSS12].

4.2. The Core Modules. The first core module CONSISTENCY controls the con-
sistency error Ef . Recalling its definition in (3.7b), we see that the consistency
error is solely influenced by the time-step size and can be computed without solving
expensive discrete systems. Therefore, CONSISTENCY is used in the initialization of
each time step to adjust the time-step-size such that the local consistency indicator
E2
f pf, t, τq is below a local tolerance tolf . It is important to notice that this mod-

ule follows the classic thresholding algorithm, which ensures quasi-optimal order of
convergence in terms of the degrees of freedom; compare e.g. with [BDDP02].

Algorithm 1 Module CONSISTENCY (Parameters σ, κ1 P p0, 1q and κ2 ą 1)

CONSISTENCYpf, t, τ, tolf q

1: compute E2
f pf, t, τq

2: while E2
f pf, t, τq ă σ tol2

f and τ ă T ´ t do ‹ enlarge τ

3: τ “ mintκ2τ, T ´ tu

4: compute E2
f pf, t, τq

5: end while

6: while E2
f pf, t, τq ą tol2

f do ‹ reduce τ

7: τ “ κ1τ

8: compute E2
f pf, t, τq

9: end while

10: f̄ “ frt,t`τs

11: return f̄ , τ

We start with termination of the module CONSISTENCY.

Lemma 13 (Termination of CONSISTENCY). Assume f P L2pp0, T q;L2pΩqq. Then
for any t P p0, T q and τ in P p0, T ´ ts,

pf̄ , τq “ CONSISTENCYpf, t, τ in, tolf q

terminates and

E2
f pf, t, τq ď tol2

f . (4.1)

Proof. The proof is straightforward since E2
f pf, t, τq is monotone non-increasing and

E2
f pf, t, τq Ñ 0 when τ Ñ 0. �

Obviously, a local control of the form (4.1) does not guarantee, that the global
consistency error is below some prescribed tolerance TOLf . For this reason, we
first precompute some local tolerance tolf from the global tolerance TOLf by the
following module TOLFIND.
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Algorithm 2 TOLFIND(Parameters: τ̃0)

TOLFINDpf, T, TOLf q

1: initialize Nf and set tolf “ TOLf , t̃0 “ 0,

2: loop forever

3: ε “ n “ 0

4: do

5: n “ n` 1

6: pfn, τ̃nq “ CONSISTENCYpf, t̃n´1, τ̃n´1, tolf q

7: ε “ ε` E2
f pf, t̃n´1, τ̃nq

8: while t̃n “ t̃n´1 ` τ̃n ă T

9: Nf “ n

10: if ε ą 1
2TOL

2
f then

11: tol2
f “

1
2tol

2
f

12: else

13: break ‹ std. exit

14: end if

15: end loop forever

16: tol2
f “ minttol2

f ,
TOL2

f

2Nf
u

17: return tolf

The next result states that if all local consistency indicators are below the thresh-
old tolf then the accumulation of the consistency indicators stays indeed below the
prescribed global tolerance TOLf .

Lemma 14 (Termination of TOLFIND). Assume f P L2pp0, T q;L2pΩqq. Then for
any TOLf ą 0, we have that

tolf “ TOLFINDpf, T, TOLf q ą 0

terminates. Moreover, let 0 “ t0 ă t1 ă ¨ ¨ ¨ ă tN “ T be arbitrary with τn “
tn ´ tn´1, n “ 1, . . . , N , then

E2
f pf, tn´1, τnq ď tol2

f , n “ 1, . . . , N ñ

N
ÿ

n“1

E2
f pf, tn´1, τnq ď TOL2

f . (4.2)

Proof. The proof is divided into three steps.
1 We show that the process from lines 4 to 8 terminates. To this end, we recall the

parameters σ, κ1 P p0, 1q and κ2 ą 1 from CONSISTENCYpf, t̃n´1, τ̃n´1, tolf q. We
argue by contradiction and assume that an infinite monotone sequence tt̃nuně0 Ă

r0, T s is constructed by TOLFIND with limnÑ8 t̃n “ t‹ P p0, T s.

Let us first assume that t‹ ă T , and let `0,m0 P N such that κ`02 ě κ´m0
1 ě κ2.

Then there exists n0 P N, such that

t‹ ` κ`02 τ̃n ă T and E2
f pf, t̃n, κ

`0´1
2 τ̃nq ď σtol2

f (4.3)

for all n ě n0 since τ̃n Ñ 0 and

E2
f pf, t̃n, κ

`0´1
2 τ̃nq ď }f}

2

Ωˆpt̃n,t̃n`κ
`0´1
2 τ̃nq

Ñ 0 as nÑ8.

Therefore, from the loops in lines 2 to 5 and in 6 to 9 of CONSISTENCY, we conclude
that τ̃n0`1 ě κ`02 κ

m0
1 τ̃n0 ě τ̃n0 . Indeed, we have by (4.3) and

E2
f pf, t̃n0

, κ`2κ
m0
1 τ̃n0

q ď E2
f pf, t̃n0

, κ`´1
2 τ̃n0

q ď σtol2
f
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that ` ě `0 and m ď m0. Consequently, we have τ̃n ě τ̃n0 , for all n ě n0 by
induction. This is the contradiction.

Let now t‹ “ T , then with similar arguments as before, we conclude that
E2
f pf, t̃n, T ´ t̃nq ď σtol2

f for some n P N, and we have from line 3 of CONSISTENCY,

that τ̃n “ T ´ t̃n, which contradicts the assumption in this case.
2 We next check that the condition of line 10 is violated after finite many steps.

Since the span of characteristics of dyadic intervals is dense in L2p0, T q, we can
choose M ą 0, such that the squared consistency error on the grid of 2M uniform
intervals is below 1

4TOL
2
f . We split the intervals generated in TOLFINDpf, T, tolf q

into

Iin :“
 

n : pt̃n´1, t̃ns Ă T pm2´M , pm` 1q2´M s for some m P t0, . . . , 2M ´ 1u
(

and Iout :“ t1, . . . , NfuzIin according to whether or not they are included in one of
the dyadic intervals. Therefore, we have, with the monotonicity of the consistency
error and #Iout ď 2M , that

ε “
ÿ

nPIin

E2
f pf, t̃n´1, τ̃nq `

ÿ

nPIout

E2
f pf, t̃n´1, τ̃nq ď

1

4
TOL2

f ` 2Mtol2
f .

Taking tol2
f ă 2´pM`2qTOL2

f , we see that the condition of line 10 is violated, which
proves the assertion.
3 Combining the above steps, we conclude that TOLFIND terminates and it remains

to prove (4.2). To this end, we proceed similarly as in 2 and let

Iin :“
 

n : ptn´1, tns Ă pt̃m´1, t̃ms for some m P t1, . . . , Nfu
(

.

and Iout :“ t1, . . . , NuzIin. By monotonicity, we have
ř

nPIin E
2
f pf, tn´1, τnq ď

řNf
n“1 E2

f pf, t̃n´1, τ̃nq ď TOL2
f {2 and thus the assertion follows from

N
ÿ

n“1

E2
f pf, tn´1, τnq “

ÿ

nPIin

E2
f pf, tn´1, τnq `

ÿ

nPIout

E2
f pf, tn´1, τnq

ď
TOL2

f

2
`Nftol

2
f “

TOL2
f

2
`Nf

TOL2
f

2Nf
ď TOL2

f . �

Remark 15 (Estimation of tolf under regularity assumptions). Supposing the
regularity assumption f P Hspp0, T q;L2pΩqq, s P p0, 1s, the following idea may be
used as an alternative for the estimation of tolf with TOLFIND.

Let δ ą 0. Then using Lemma 13 together with Poincaré’s inequality in Hs and
the fact that there are at most T

δ disjoint intervals of length δ in p0, T s, we obtain

N
ÿ

n“1

E2
f pf, tn´1, τnq “

ÿ

τnąδ

E2
f pf, tn´1, τnq `

ÿ

τnďδ

E2
f pf, tn´1, τnq

ď
T

δ
tol2

f `
ÿ

τnďδ

τ2s
n }f}

2
Hsptn´1,tn,L2pΩqq

“
T

δ
tol2

f ` δ
2s}f}2Hsp0,T,L2pΩqq.

By choosing δ “
´

T tolf
}f}Hsp0,T,L2pΩqq

¯
2

2s`1

, the previous estimate turns into

N
ÿ

n“1

E2
f pf, tn´1, τnq ď 2T

2s
2s`1 }f}

2
2s`1

Hsp0,T,L2pΩqqtol
4s

2s`1

f .
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In other words, if a priori knowledge on the regularity of the right hand side is
available then TOLFIND can be replaced by the somewhat simpler term

tol2
f “ 2´

2s`1
2s T´1}f}

´ 1
s

Hsp0,T,L2pΩqq TOL
2s`1
s

f .

We turn to the module ST ADAPTATION, listed in Algorithm 3, which handles a
single time-step. The module adapts the grid and the time-step-size according to
the indicators involving the discrete solution of the current time-step, namely the
space indicator EG and the separated coarsening and time indicators Ec and Eτ . The
routine requires right at te start of each iteration the computation of the discrete
solution on the actual grid and with the current time-step-size; see line 5. Note
that in ST ADAPTATION only refinements are performed (both in space and in time).
Recalling the discussion in the introductory section, Section 1, we aim to use a
thresholding algorithm for the indicators Eτ , in order to equally distribute the time
error. To this end, we first need to guarantee E˚ ď 0 in order to control the global
time error with the help of the uniform energy estimate form Corollary 11. Since
for neither the space nor the coarsening errors there is a similar control available,
we relate the corresponding indicators to the time or the consistency indicator, i.e.
to adapt the spatial triangulation until

E2
c , E2

G ď E2
τ ` E2

f . (4.4)

Here we have invoked the consistency indicator Ef on the right hand side although it
is controlled by CONSISTENCY outside ST ADAPTATION – note that Ef does not depend
on the discrete solution. In fact, from the uniform energy estimate, Corollary 11,
we have that Eτ vanishes faster than Ef by one order, when no additional regularity
of f is assumed. Consequently, the time-step size is dictated by Ef , which may
leed to Eτ ! tolGτ . Thanks to Lemma 14, we expect that (4.4) leads to an equal
distribution of the errors in time in most cases. However, the case maxtEτ , Efu !
minttolGτ , tolfu cannot be avoided theoretically, hence we have accomplished (4.4)
with a safeguard L8 marking; compare with lines 11 and 13 of ST ADAPTATION.

Note that in the above discussion, we have concentrated on an equal distribution
in time and have tacitly assumed that in each time-step the local space indicators
are optimally distributed, which is motivated by the optimal convergence analysis
for elliptic problems; compare e.g. with [Ste07, CKNS08, DKS16].

Remark 16. We note that the if conditions in lines 11 and 13 of ST ADAPTATION

may involve additional parameters. For instance, line 13 may be replaced by

15: else if E2
c pU

´
t , τ,Gq ě γc E2

τ pU
`
t , U

´
t , τ,Gq ` ρcE2

f pf, t, τq ` σcτtolGτ then

with γc, ρc, σc ą 0 and similar for the space indicator EG in line 11 with constants
γG , ρG , σG ą 0. This requires some modifications of the TAFEM, which would make
the presentation more technical. For the sake of clarity of the presentation, we
decided to skip these customisation possibilities; compare also with Remark 21.

4.3. The main module TAFEM. We are now in the position to formulate the
TAFEM in Algorithm 4 below.

In the initialization phase the given tolerance TOL ą 0 is split into tolerances
TOL0, TOLf , TOLGτ ą 0. Next, ADAPT INIT provides a sufficiently good approxima-
tion U0 of the initial datum u0. Then the time-step iteration is entered, where each
single time-step consists of the following main steps. We first initialize the time-
step size by CONSISTENCY and then conduct one coarsening step with COARSEN.
The adaptation of the grid and time-step-size with respect to the indicators for the
spatial, temporal, and coarsening error is done by ST ADAPTATION.
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Algorithm 3 Module ST ADAPTATION (Parameter κ P p0, 1q)

ST ADAPTATIONpU´t , f, t, τ,G,Gold, tolGτ q

1: compute E2
f pf, t, τq

2: loop forever

3: I “ rt, t` τ s

4: f̄ “ fI

5: UI “ SOLVEpU´t , f̄ , t, τ,Gq
6: U`t “ limsŒt UIpsq

7: compute tE2
GpUI , U

´
t , t, τ, f̄ ,G, EquEPG , tE2

˚pU
`
t , U

´
t , τ,G, EquEPG

E2
τ pU

`
t , U

´
t , τ,Gq, and tE2

c pU
´
t , τ,G, EquEPG

8: if E2
τ pU

`
t , U

´
t , τ,Gq ą tol2

Gτ then

9: τ “ κτ A

10: compute E2
f pf, t, τq

11: else if E2
GpUI , U

´
t , t, τ, f̄ ,Gq ą E2

τ pU
`
t , U

´
t , τ,Gq`E2

f pf, t, τq` τtolGτ then

12: G “ MARK REFINEptE2
GpUI , U

´
t , t, τ, f̄ ,G, EquEPG , Gq B

13: else if E2
c pU

´
t , τ,Gq ą E2

τ pU
`
t , U

´
t , τ,Gq ` E2

f pf, t, τq ` τtolGτ then

14: G “ MARK REFINEptE2
c pU

´
t , τ,G, EquEPG , Gq C

15: else if E2
˚pU

`
t , U

´
t , τ,Gq ą 0 then

16: G “ MARK REFINEptE2
˚pU

`
t , U

´
t , τ,G, EquEPG ,G,Goldq D

17: else

18: break ‹ exit

19: end if

20: end loop forever

21: return UI , τ, f̄ ,G

Algorithm 4 TAFEM

1: initialize Ginit, τ0 and set t0 “ 0, n “ 0

2: split tolerance TOL ą 0 such that TOL2
0 ` 3 TOL2

f ` TOL2
Gτ “ TOL2

3: tolf “ TOLFINDpf, T, TOLf q

4: pU´0 ,G0q “ ADAPT INITpu0,Ginit, TOL0q

5: compute CT :“ 6
?

6Ccτ T
´

}f}2Ωˆp0,T q `
ˇ

ˇ

ˇ

ˇ

ˇ

ˇU´0
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

Ω

¯
1
2

` 2T

6: do

7: n “ n` 1

8: τn “ mintτn´1, T ´ tu

9: τn “ CONSISTENCYpf, tn´1, τn´1, tolf q

10: Gn “ COARSENpU´n´1,Gn´1q

11: pU|In , τn, fn,Gnq “ ST ADAPTATIONpU´n´1, tn, τn, f,Gn,Gn´1, TOL
2
Gτ {CT q

12: U´n “ U|Inptn´1 ` τnq

13: while tn “ tn´1 ` τn ă T
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5. Convergence

In this section, we first prove that the core modules and TAFEM terminate and
then verify that the estimators and thus the error is below the given tolerance.
Throughout the section we suppose that the black-box modules satisfy Assump-
tion 12.

Before turning to the main module ST ADAPTATION, as an auxiliary result, we
shall consider convergence of the adaptive finite element method for stationary
elliptic problems of the kind (3.11), which have to be solved in each timestep.

Algorithm 5 AFEM

AFEMpv´, f̄ , t, τ,G0q

1: set k “ 0
2: loop forever
3: Ukτ “ SOLVEpv´, f̄ , 0, τ,Gkq
4: compute tE2

GpU
k
τ , v

´, 0, τ, f̄ ,G, EquEPG ,

5: Gk`1 “ MARK REFINEptE2
GpU

k
τ , v

´, 0, τ, f̄ ,Gk, EquEPG , Gkq
6: k “ k ` 1
7: end loop forever

Proposition 17 (Convergence for the Elliptic Problem). Suppose that U´t P L
2pΩq,

f̄ P PspL2pΩqq, and τ ą 0. Then, starting from any grid G0 P G we have for the
sequence tGk, Ukτ ukě0 Ă Gˆ PspVq generated by AFEMpv´, f̄ , t, τ,G0q, that

E2
GpU

k
τ , v

´, τ, t, f̄ ,GKq Ñ 0 as k Ñ8.

Proof. Recalling Remark 9, we have that E2
GpU

k
τ , v

´, τ, 0, f̄ ,GKq are the standard
residual based a posteriori error estimators for the coercive problem (3.11). From
Lemmas 4 and 5 and Assumption 12 on MARK REFINE, we have that the conditions
of [Sie11, Theorem 2.2] are satisfied. This yields the assertion. �

Lemma 18 (Termination of ST ADAPTATION). For any t P p0, T q, τ in P p0, T ´ ts,
G,Gold P G, and U´t P VpGoldq, we have that

pUI , τ, f̄ ,Gq “ ST ADAPTATIONpU´t , f, t, τ
in,Gin,Gold, tolGτ q

terminates. Moreover, we have G ě G0, E2
˚pU

`
t , U

´
t , τ,Gq ď 0,

τ in ě τ ě min

$

&

%

τ in,
κ tol2

Gτ

6
`

}f}2Ωˆpt,t`τq `
ˇ

ˇ

ˇ

ˇ

ˇ

ˇU´t
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

Ω

˘

,

.

-

,

and the indicators satisfy the tolerances

E2
τ pU

`
t , U

´
t , τ,Gq ď tol2

Gτ ,

E2
GpUI , U

´
t , t, τ, f̄ ,Gq ď E2

τ pU
`
t , U

´
t , τ,Gq ` E2

f pf, t, τq ` τtolGτ ,

E2
c pU

´
t , τ,Gq ď E2

τ pU
`
t , U

´
t , τ,Gq ` E2

f pf, t, τq ` τtolGτ ,

where U`t “ limsŒt Upt,t`τspsq.

Proof. In each iteration of the loop in ST ADAPTATION at first, a discrete solution
UI is computed on the current grid G with the actual time-step size τ . Then either
the time-step-size is reduced or the actual grid is refined. More precisely, exactly

one of the statements labeled as A ,. . . , D in Algorithm 3 is executed, any of them
terminating by Assumption 12. Whenever one of these statements is executed the
corresponding indicator is positive.

In statement C the grid is refined due to the coarsening indicator Ec. Thanks to

Assumption 12 (5), after a finite number of executions of C , a grid G is obtained
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with Gold ď G and thus E2
c pU

´
t ,Gq “ 0, i.e. statement C is not entered anymore.

This happens irrespective of refinements in other statements.

In statement D the grid is refined with respect to the indicators E˚ controlling
the energy gain due to coarsening. Therefore, it follows from the same reasoning as

for statement C , that statement D is also executed at most until the coarsening
is fully removed after finite many refinement steps.

It is important to notice that if statement A is executed then the conditions in
lines 15 and 8 imply

1

τ
ď

1

τ
6 τ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇU`t ´ΠGU
´
t

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

Ω

1

tol2
Gτ
ď

1

tol2
Gτ

6
´

}f}2Ωˆpt,t`τq `
ˇ

ˇ

ˇ

ˇ

ˇ

ˇU´t
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

Ω

¯

,

where the last inequality follows from Corollary 11. This implies that τ is bounded

from below and thus Statement A is only executed finite many times. This also
proves the asserted lower bound on the final time-step size.

Assuming that ST ADAPTATION does not terminate, we infer from the fact that

all other statements are only conducted finitely many times, that statement B
has to be executed infinite many times. In other words, the loop reduces to the
adaptive iteration AFEM with fixed data U´t , f̄ , t, and τ . Therefore, Proposition 17
contradicts the condition in line 11.

In summary, we deduce that ST ADAPTATION terminates and the iteration is aban-
doned in line 18. This proves the assertion. �

We next address the termination of the main module TAFEM.

Proposition 19 (Termination of TAFEM). The adaptive algorithm TAFEM ter-
minates for any initial time-step-size τ0 ą 0 and produces a finite number of time
instances 0 “ t0 ă ¨ ¨ ¨ ă tN “ T .

Moreover, we have E2
0 pu0,G0q ď TOL2

0 and that the consistency error complies
with (4.2). For all n “ 1, . . . , N , we have that the estimates in Lemma 18 are
satisfied with t “ tn´1, τ “ τn, UI “ U|In , U˘t “ U˘n´1, G “ Gn, and Gold “ Gn´1.

Proof. Each loop starts with setting the time-step-size such that τn ď T´tn, n P N.
Thanks to Assumption 12 for the black-box modules, Lemma 13 for CONSISTENCY,
and Lemma 18 for ST ADAPTATION, all modules of TAFEM terminate and in each
timestep the asserted properties are satisfied.

Since we have E2
˚pU

`
n´1, U

´
n´1, τn,Gnq ď 0 for all n, we may conclude

ˇ

ˇ

ˇ

ˇ

ˇ

ˇU´n´1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Ω
ď

}f}2Ωˆp0,T q ` |||U0|||Ω from Lemma 11 and thus it follows with Lemma 18, that

τ in
n ě τn ě min

!

τ in
n ,

κ tol2
Gτ

12
`

}f}2Ωˆp0,T q ` |||U0|||
2
Ω

˘

)

,

where τ in
n “ CONSISTENCYpf, tn´1, τn´1, tolf q. Assuming that the final time is not

reached implies τn Ñ 0 as n Ñ 8 and therefore there exists n0 P N, such that

τn “ τ in
n for all n ě n0. Now, the contradiction follows as in step 1 of the proof of

Lemma 14. �

Collecting the results derived above allows us to prove the main result.

Theorem 20 (Convergence into Tolerance). Algorithm TAFEM computes for any
prescribed tolerance TOL ą 0 and initial time-step-size τ0 ą 0 a partition 0 ă

t0 ă ¨ ¨ ¨ ă tN “ T with associated meshes tGnun“0,...,N , such that we have for the
corresponding approximation U PWp0, T q from (2.8), that

}u´ U}Wp0,T q ď TOL.

Proof. Thanks to Proposition 19, we have that TAFEM terminates and it remains
to prove the error bound. For the sake of brevity of the presentation, we shall use
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the abbreviations

E2
τ pnq :“ E2

τ pU
`
n´1, U

´
n´1, τn,Gnq, E2

f pnq :“ E2
f pf, tn´1, τnq,

E2
Gpnq :“ E2

GpU,U
´
n´1, tn´1, τn, fn,Gnq, and E2

c pnq :“ E2
c pU

´
n´1, τ,Gnq.

The initial error satisfies E2
0 pu0,G0q ď TOL2

0 by by Assumption 12. Thanks to the
choice of the precomputed local tolerance tolf , we know from Lemma 14 that the
consistency error is bounded by TOLf , i.e. we have (4.2).

When finalizing a time-step, we also have from Lemma 19 that

E2
τ pnq ď tol2

Gτ and E2
Gpnq, E2

c pnq ď E2
τ pnq ` E2

f pnq ` τntolGτ ,

with tolGτ “ TOL2
Gτ {CT . Combining this with (3.14) and (4.2), we conclude

N
ÿ

n“1

E2
Gpnq ` E2

cτ pU
`
n´1, U

´
n´1, τnq ď

N
ÿ

n“1

E2
Gpnq ` E2

c pnq ` E2
τ pnq

ď

N
ÿ

n“1

2 τntolGτ ` 2 E2
f pnq ` 3 E2

τ pnq

ď 2T tolGτ ` 2 TOL2
f ` 3

N
ÿ

n“1

E2
τ pnq.

Using Corollary 11 for the last term, we get for any δ ą 0, that

N
ÿ

n“1

E2
τ pnq “

ÿ

τnąδ

E2
τ pnq `

ÿ

τnďδ

E2
τ pnq

ď
T

δ
tol2

Gτ ` δ
N
ÿ

n“1

6Cτ |||U
`
n´1 ´ΠGnU

´
n´1|||

2
Ω

ď
T

δ
tol2

Gτ ` δ6Cτ

´

}f}2Ωˆp0,T q ` |||U0|||
2
Ω

¯

and by choosing

δ “

¨

˝

T

6Ccτ

´

}f}2Ωˆp0,T q ` |||U0|||
2
Ω

¯

˛

‚

1
2

tolGτ ,

we obtain
N
ÿ

n“1

E2
τ pnq ď 2

´

6Ccτ T
´

}f}2Ωˆp0,T q ` |||U0|||
2
Ω

¯¯
1
2

tolGτ .

Inserting this into the above estimate yields

N
ÿ

n“1

E2
Gpnq ` E2

cτ pU
`
n´1, U

´
n´1, τnq

ď

ˆ

6
a

6Ccτ T
´

}f}2Ωˆp0,T q ` |||U0|||
2
Ω

¯
1
2

` 2T

˙

looooooooooooooooooooooooooooomooooooooooooooooooooooooooooon

“CT

tolGτ ` 2 TOL2
f

ď TOL2
Gτ ` 2 TOL2

f .

Collecting the bounds for the indicators E0, EG , Ecτ , and Ef , recalling the splitting

TOL2
0 ` 3 TOL2

f ` TOL2
Gτ “ TOL2,

and taking into account the upper bound of Proposition 6 proves the assertion. �

Remark 21. In order to guarantee the main result (Theorem 20) also for the modi-
fications of Remark 16 line 5 in TAFEM must be changed to
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5: compute CT :“ p1` γc` γGq 2
?

6Ccτ T
´

}f}2Ωˆp0,T q `
ˇ

ˇ

ˇ

ˇ

ˇ

ˇU´0
ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

Ω

¯
1
2

` pσc` σGqT .

Moreover, the splitting of the tolerances in line 2 must be changed to

2: split tolerance TOL ą 0 such that TOL2
0 ` p1` ρG ` ρcqTOL

2
f ` TOL2

Gτ “ TOL2.

6. Numerical aspects and experiments

We conclude the article by illustrating some practical aspects of the implemen-
tation with three numerical experiments. We compare the presented algorithm
TAFEM with the algorithm ASTFEM introduced in [KMSS12].

6.1. The implementation. The experiments are implemented in DUNE [BBD`16]
using the DUNE-ACFEM (http://users.dune-project.org/projects/dune-acfem) mod-
ule. The computations utilize linear conforming finite elements on space and dGp0q
as time-stepping scheme. All simulations where performed on a Intel R©CoreTMi7-
6700HQ Processor with 64 GB RAM.

Both algorithms TAFEM and ASTFEM start from exactly the same initial mesh
Ginit. The initial values are interpolated on the mesh and local refinements are
performed in order to comply with the initial tolerance. On the resulting meshes
the needed constants are computed (the minimal time-step size τ˚ for ASTFEM
and tolf from TOLFIND for TAFEM).

In order to control Ec and E˚, the algorithms need to handle two meshes and
corresponding finite element spaces at every new time-step. This is realised ex-
ploiting the tree structure of the refinements of macro elements as in [KMSS12].
At every new time-step all elements on the mesh are marked to be coarsened up
to two times and then adapted again if necessary. The mentioned estimators are
computed only up to constants and used for the adaptive refinement progress. The
spatial marking relies on the equi-distribution strategy, which marks every element
with an estimator bigger than the arithmetic mean.

The following remark lists the tolerance splitting used by ASTFEM.

Remark 22. In [KMSS12], the ASTFEM uses the tolerance splitting

TOL2 “ TOL2
0 ` TĄTOL

2

f ` TĄTOL
2

Gτ `ĄTOL
2

˚.

Thereby TOL2
˚ is used to compute a minimal safeguard step-size τ˚. The method

computes then an approximation U PWp0, T q to (2.2), such that

E2
0 pu0,G0q ď TOL2

0,
N
ÿ

n“1

!

E2
f pf, tn´1, τnq

)

ď TĄTOL
2

f

and

N
ÿ

n“1

!

E2
cτ pU

`
n´1, U

´
n´1, τnq ` E2

GpU,U
´
n´1, tn, τn, fn,Gnq

)

ď TĄTOL
2

Gτ `ĄTOL
2

˚.

This motivates the relation

TĄTOL
2

f “ 3TOL2
f , and TĄTOL

2

Gτ `ĄTOL
2

˚ “ TOL2
Gτ

in the examples below.
For the simulations presented below we have used the following comparable split-

tings for the two methods ASTFEM and TAFEM relative to the total tolerance TOL:

‚ TOL2
0 “

1
10TOL

2,

‚ TOL2
f “ TĄTOL

2

f “
4
10TOL

2,

‚ TOL2
Gτ “ TĄTOL

2

Gτ `ĄTOL
2

˚ “
6
10TOL

2,

‚ ĄTOL
2

˚ “
1

100TOL
2.
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6.2. The experiments. In this section, we introduce the three numerical experi-
ments in detail and discuss the numerical results.

6.2.1. Singularity in time. This numerical experiment is constructed on the spatial
domain Ω “ p0, 1q2 Ă R2 over the time interval p0, T q “ p0, 2q with homogeneous
Dirichlet boundary conditions and homogeneous initial data. The right-hand side
f is choosen such that the exact solution is given by

upx, tq “ |t´ t̄|α sinpπpx2 ´ xqtq sinpπpy2 ´ yqtq

with parameters t̄ “ π
3 and α “ 0.7. The graph of u has a singularity in time at

t “ π
3 . Hence, the right-hand side contains the therm sgnpt´ t̄qα|t´ t̄|α´1. A direct

calculation shows that this term is L2 -integrable but is not in H1. This particular
example shows one main advantage of TAFEM. In fact, in contrast to ASTFEM,
TAFEM does not require the right hand side f to have temporal derivative in L2

in order to control the consistency error Ef .

(a) DoFs

0 0.5 1 1.5 2
101

102

103

104

105

106

107

Time

ASTFEM
TAFEM

(b) time-step size

0 0.5 1 1.5 2

10´10

10´8

10´6

10´4

10´2

100

Time

ASTFEM
TAFEM

Figure 1. DoFs and time-step sizes for the singularity in time problem.

ASTFEM was killed after time-step 288 in which 14 163 460 DoFs are used as
well as a time-step size of 1.46338e´9. As can be observed from Figure 1, ASTFEM
massively refines in time and space. It was killed before reaching the singularity
at t̄ “ π

3 , thereby accumulating the total number of 498 228 711 DoFs. The reason
for this behaviour lies in the L8 marking. Indeed, Figure 2 shows that ASTFEM
equally distributes the L8 indicators thereby leading to very small local errors,
which cause the strong spatial refinement. Note that the minimal step-size τ˚ in
ASTFEM only applies when temporal refinement is performed due to the time
indicator Eτ , i.e., time-step sizes below the threshold can τ˚ be chosen when re-
quired by the consistency estimator Ef , which is the case close to the singularity.
Consequently, the behaviour of ASTFEM cannot essentially improved by a different
choice of TOL˚. In contrast, the local estimators TAFEM appears to be quite equally
distributed. It uses slightly larger time-steps and by far less DoFs close to the sin-
gularity; compare with the table of Fig. 3. It completely outperforms ASTFEM
and reaches the final time with a total of 2 947 080 DoFs in 618 time-steps.

6.2.2. Jumping singularity. Inspired by example 5.3 of [MNS00], we construct an
experiment where the solution has a strong spatial singularity that changes its
position in time. In the domain Ω ˆ p0, 4s, with Ω “ p0, 3q ˆ p0, 3q, we define the
elliptic operator Lu “ ´divA∇u, where

Apt, xq “

#

a1I if px´ xiqpy ´ yiq ě 0

a2I if px´ xiqpy ´ yiq ă 0
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h

0 0.5 1 1.5 2

10´12

10´10

10´8

10´6

10´4

10´2

100

Time

TAFEM E2

ASTFEM E2

ASTFEM 1
τ
E2

Figure 2. The local error estimators E2
τ `E2

G`E2
c `E2

f for TAFEM

and ASTFEM as well as the sum of local L8 indicators 1
τ pE

2
τ `E2

G`

E2
c ` E2

f q used by ASTFEM for the singularity in time problem.

time time-step ASTFEM DoFs ASTFEM time-step TAFEM DoFs TAFEM

1.0 0.00613614 97 0.00353598 193

1.02 0.00433893 85 0.00353601 112
1.03 0.0030681 97 0.00250034 109

1.04 0.00153406 97 0.00125018 109

1.042 0.00108475 97 0.00125018 125
1.044 0.00108475 97 0.000884012 132

1.045 0.000542376 157 0.000625091 128

1.046 0.000383519 193 0.000312546 242
1.047 3.3899e-05 713 7.81367e-05 448

1.0471 1.19852e-05 2073 3.90684e-05 635
1.0472 9.36409e-08 226082 1.7266e-06 3693

1.0473 non non 3.90691e-05 622

Figure 3. Time-steps and DoFs of ASTFEM and TAFEM for the
singularity in time problem.

with a1 “ 161.4476387975881, a2 “ 1, i “ rts, px1, y1q “ p1, 2q, px2, y2q “ p1, 1q,
px3, y3q “ p2, 1q, and px4, y4q “ p2, 2q. This operator will ‘move’ the singularity
through the points xi. Let u be the function

upx, tq “
4
ÿ

i“1

siptq r
γ
i µpθiq

where

siptq “

#

pt´ pi´ 1qq2pt´ iq2 if i´ 1 ď t ď i

0 otherwise

and

µpθq “

$

’

’

’

&

’

’

’

%

cosppπ2 ´ σqγq ¨ cosppθ ´ π
2 ` ρqγq if 0 ď θ ă 1

2π

cospργq ¨ cosppθ ´ π ` σqγq if 1
2π ď θ ă π

cospσγq ¨ cosppθ ´ π ´ ρqγq if π ď θ ă 3
2π

cosppπ2 ´ ρqγq ¨ cosppθ ´ 3π
2 ´ σqγq if 3

2π ď θ ă 2π



A CONVERGENT ADAPTIVE DG(S) FEM 25

(a) DoF
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104
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TAFEM

(b) time-step size
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10´2
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10´1.4

Time

ASTFEM
TAFEM

Figure 4. DoFs and time-step sizes for the jumping singularity problem.

(a) t « 0.5 (b) t « 1.0 (c) t « 1.5 (d) t « 2.0

(e) t « 2.5 (f) t « 3.0 (g) t « 3.5 (h) t « 4.0

Figure 5. Adaptive grids for the jumping singularity problem.

with γ “ 0.1, ρ “ π
4 , σ “ ´14.92256510455152, x ´ xi “ ri cospθiq and y ´ yi “

ri sinpθiq. It is easy to check that u satisfies

Btupx, tq ` Lupx, tq “
4
ÿ

i“1

rγi µpθiq Btsiptq .

Based on the ideas presented in Remark 22 we compare TAFEM and ASTFEM
with the same tolerance TOL “ 0.007.

ASTFEM makes excessive use of the nonstandard exit, i.e., the time-step sizes
equal minimal time-step size τ˚ “ 0.0123477 for 276 of a total of 302 time-steps,
and uses a total of 893771 Dofs. The L2´H1-error is 0.0546689, the L2´L2-error
is 0.0355061 and the total computation time was 413.67 seconds.

The TAFEM uses a total of 786789 Dofs in 291 time-steps. The L2p0, 4, H1pΩqq-
error is 0.0552438, the L2p0, 4, L2pΩqq-error is 0.034989 and the total computation
time was 546.113 seconds (including TOLFIND). The adaptive meshes generated by
TAFEM are displayed in Figure 5. We see that the spatial adaptivity captures the
position of the singularity by local refinement and coarsens the region when the
singularity has passed by. By having a look on Fig. 4 we see, that TAFEM makes
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10´8 10´7 10´6 10´5 10´4 10´3 10´2 10´1 100
10´9

10´6

10´3

100

103

Time

TAFEM E2
τ

ASTFEM E2
τ

ASTFEM 1
τ
E2
τ

Figure 6. The local time indicator E2
τ for TAFEM and ASTFEM

as well as the local L8 indicators 1
τ E

2
τ used by ASTFEM for the

rough initial data problem.

more use of the spatial and temporal adaptivity and achieves a similar result with
slightly less effort.

The advantages of TAFEM come fully into their own in the presence of singulari-
ties in time (see Section 6.2.1). For regular (in time) problems, TAFEM is expected
to perform similar to ASTFEM up to the disadvantage that, at the beginning, the
module TOLFIND needs several adaptive iterations over the time span, whereas the
computation for the minimal time-step size in ASTFEM only iterates once over
the time. This is reflected in the comparable computing times for the jumping
singularity problem.

6.2.3. Rough initial data. We conclude with an example inspired on the numerical
experiment 5.3.2 in [KMSS12] with homogeneous Dirichlet boundary conditions
and homogeneous right-hand side f ” 0. As initial data we choose a checkerboard
pattern over Ω “ p0, 1q2 where u0 ” ´1 on Ω1 “ p 1

3 ,
2
3 q ˆ

`

p0, 1
3 q Y p

2
3 , 1q

˘

Y
`

p0, 1
3 q Y p

2
3 , 1q

˘

ˆ p 1
3 ,

2
3 q, u0 ” 1 on ΩzΩ1 and u0 ” 0 on BΩ. Starting with an

initial mesh with only 5 DoFs, the approximation of u0 uses Lagrange interpolation
and refines the mesh until }U0´u0}

2
Ω ď TOL2

0 “ 10´2 is fulfilled. Starting ASTFEM
and TAFEM with a tolerance of TOL “ 10´1 and running to the final time T “ 1, we
get the following results: ASTFEM needs 811 time-steps, a total sum of 436 199 377
DoFs, with an estimated total error of 0.0230905, and a total computation time
of 81466.4 seconds. The ASTFEM makes use of the nonstandard exit for the first
270 time-steps, with minimal time-step size of τ˚ “ 7.77573e´7, the small size of
the time-steps in the beginning is also accompanied by extreme spatial refinements
contributing to the large total number of DoFs. This is due to the L8-strategy
that aims in an equal distributing of the time-indicators 1

τ E
2
τ rather then E2

τ . In
order to highlight this effect close to the initial time, we have used a log scale for
the time in Figures 6 and 7. The TAFEM only needs 117 time-steps and a total
of 3 762 503 DoFs resulting in an estimated total error of 0.039855. It is about 20
times faster with a total computation time of 3903.76 seconds (including TOLFIND).
TAFEM refines the mesh initially and then almost steadily coarsens in time and
space (see Figures 7 and 8 (E-H)). Figure 6 shows that the time indicators E2

τ are
nearly equally distributed. Both algorithms reduce the spatial resolution once the
singular behaviour of the solution is reduced; see Figures 7 and 8.
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(a) DoF
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(b) time-step size
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Figure 7. DoFs and time-step sizes for the rough initial data problem.

(a) t « 0 (b) t « 0.0015 (c) t « 0.0040 (d) t « 0.040

(e) t « 0 (f) t « 0.00025 (g) t « 0.0025 (h) t « 0.047

Figure 8. Adapted meshes generated with ASTFEM (A-D) and
TAFEM (E-H) for the rough initial data problem.
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